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On Amateur Digital Communications

Thisisthefirst time I’ ve participated in an ARRL Digital Communications
Conference. | know that these conferences have served as a sounding board for
technical ideas. Some have become standards and accepted by the mainstream.
Amateur packet radio is certainly an example of amateurs contributing to the
state-of-the-art.

The League is now faced with increasing difficulty justifying our precious
spectrum. It doesn’t at all reflect poorly on amateurs. The problem is that
commercia services are seeking spectrum, on a shared basis if necessary, when
they can't get exclusive allocations. If you'd asked me earlier this year if
extensive amateur use of a band would protect it against encroachment, | would
have said “yes.” You will remember the saying, “Useit or loseit.” Well, we
certainly can lose a band by not using it. But the little LEO experience has taught
us that even the most-used band can become the target for someone desperately
seeking spectrum.

This means that we must fully develop our bands, not just to occupy them, but to
fulfill the purposes of the Amateur Radio Service. Ultimately, this means public
service in the broadest sense of the term. We either provide the services that the
world and the country think worth the investment of spectrum or we see our bands
increasingly targeted by other services. Advancing the radio art and technical
training certainly are included in this broad definition of public services. The
Amateur Radio digital community and these conferences have upheld this public

trust.

One of the League' s strategic objectivesis to foster closer relationships with
Amateur Radio technical organizations. TAPR is one of the organizations with
which we already have close ties. We have agreed that the ARRL Digital
Communications Conference and the TAPR Annua Meeting can be associated in
time and place, and that TAPR would do most of the organizing. There are some
other details that make it a win-win solution.

| wish you a productive conference.

Rodney J. Stafford, KB6ZV
President, ARRL

5155 Shadow Estates

San Jose, CA 95135
kb6zv@arrl.org

September 1996
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Learning DSP by Porting Programs to the TAPRIAMSAT DSP-93 Modem

John B. Bandy, WOUT, ex-WAOUTT, ex-WNOTSK; Wichita, Ks U.S.A. 4th of July,
1996

Abstract.

This paper is about porting some assembler programs in the text authored by Rulph Chassaing and Darrell W.
Horning, titled, “Digital Signal Processing With the TMS320C25", published by John Wiley & Sons, New York,
ISBN 0-471-51 066-1, 1990, phone 1-800-CALL-WILE, (hereafter the text) to the TAPR/AMSAT DSP-93 ham
radio modem kitted by the Tucson Amateur Packet Radio, Corp. (TAPR), Tucson, Az, phone 1-817-383-0000.
Porting these senior/l st year graduate electrical/computer engineering student level programs taught the author
many things about digital signal processing (DSP) in general and TAPR/AMSAT DSP-93 modem in particular.

AMSAT is an acronym for Radio Amateur Satellite Corporation.

Key Words

Assembler, DSP, Programming, Modem, TMS320C25

Introduction.

There are several different dialects of the programming language of Assembiler. It is fortunate from a learning

prospective that the Speech Technology Inc.'s shareware Table Driven Assembler (TASM) program” supplied
with the TAPR/AMSAT DSP-93 modem will not process the Texas Instruments, Inc. (Tl) dialects used in the text.
These dialects are TI-Tag, COFF (common object file format), and TI-Tag macro.

Porting Programs to the TAPR/AMSAT DSP-93 Modem.

While porting some of the numerous TI-Tag programs the author made some notes that might make the learning
path easier for other hams.

TI-Tag TASM

Change AORG to .ORG
END to .END
DATA to .WORD

> to h hex example: >2E to 02Eh
* 1o ; for comments
EQU to .EQU

BIOZ to WAIT4
1. Use .MSFIRST before the first WORD or the bytes will store reversed.
2. Move tables to the bottom of the program.
3. Move interrupt routines to the bottom of the program.
4. On the modem BO is in program memory, initially.
5. Prefix a comment in an instruction line with a semi-colon.
6. .WORD converts a minus base 10 number to a 2's compliment number in base 16.
example: -7782 will appear on the assembly listing as E19A

10 16
7. The use of .ORG in the table definition is not required and using it my result in code

overlaying other code in memory.



8. Any address in a statement in the inclusive range of 60-6F on page 0 must be changed to
another address as the modem’s monitor uses these addresses.

9. All 4 digit hexidecimal numbers must be prefix with a zero if the left digit is not zero.
Example: 7E52 is coded 07E52
10. Do not use the SXF and BIOZ instructions because they cause halts.

11. Insert the following at the top of the program.

ARO EQU  00h
AR1 EQU Ol
AR2 EQU  02h
AR3 EQU 03h
AR4 EQU  04h
AR5 EQU 05h
ARG EQU  06h
AR7 EQU  07h

12. Do not use MODE and RATE instructions because they are Analog Interface Board (AIB)
instructions. The parameters in them can be used in the Analog Interface Chip (AIC)
initialization routine.

13. TAPR/AMSAT DSP-93's AIC is TLC32044 (sin x/x feature).
Text's AIC is TLC32041 (no sine x/x feature).

14. 10 - 22,000 hz is the range of music.

The text has Texas Instrument (Tl) assembler programs for both the Analog Interface Board (AIB) and the
Analog Interface Chip (AIC), similar to the one that's in the modem. Porting the AIC programs just requires
some syntax changes, address changes, and re-ordering the data blocks and routines. The AIB programs also
requires the AIB initialization code (mode, rate) to be replaced by AIC registers initialization code and interrupt

routines.

The monitor* (operating system) supplied with the modem uses certain registers and memory locations, so any
portion of the text program using these memories must be moved by changing register names and memory
addresses, and/or memory page numbers. To manage memory it might be helpful to draw and color code
registers, memory blocks, and memory pages on paper. Save it for future reference.

The software development kit supplied with the modem has several routines whose calls can be temporary
placed in the ported program code to display registers & memory data (CALL DEBUG)? and addresses on a
computer screen to assist debugging. Most of these programs loop continuously until the reset button is pushed.

If the same address displays every so often, it is looping. Placing LED lighting code® after certain instructions
can also be helpful in determining what routines are executing, etc.. If a program is not looping, then moving a

“display my address” call (TRACE) 2 around in the code can pin point the instruction causing the halt. If the
“display my address” call executes before an instruction and not after it, then that’s the instruction causing the
halt. After the debugging process is complete remove ( or comment) all these temporary display calls because
they slow the program down.

The following were at-my-elbow (must haves) books/papers during porting.

1. Above text.



2. Ron Parsons, W5RKN, Don Haselwood K4JPJ, & Bob Stricklin, NSBRG, DSP-93 Programming Guide,
published by Tucson Amateur Packet Radio Corporation, Tucson, Arizona, June 1995, paper, phone 817-383-

0000.

3. Frank H. Perkins, Jr., WBS5IPM, “DSP-93 Programming Hints”, Proceedings of the 14th ARRL DIGITAL
COMMUNICATIONS CONFERENCE, published by The American Radio Relay League, Inc. (ARRL), Newington,
Conn, ISBN: 0-87259-526-9, ARRL Order Number: 5269, 1995, phone 1-860-594-0200.

4. Ron Parsons, W5RKN, “Analog Block” and “Digital Block”, published by Tucson Amateur Packet Radio
Corporation, Tucson, Arizona, ftp.tapr.org /tapr/dsp93/schems/ or http://www.tapr.org/tapr

5. “Chapter 3, Architecture” and “Chapter 4, Assembly Language Instructions” , TMS320C2x User’s Guide,
published by Texas Instruments, Inc., Dallas, Texas, 1604907-9721 revision C, SPRUQ14C, January 1993, free,

phone 214-644-5580.

6. “Section 4 - Analog Interface Circuits and Codec, TLC32044C....... , Voice-Band Analog Interface Circuits”,
Data Acquisition Circuits - Data Coversion and DSP Analog Interface - Data Book, published by Texas
Instruments, Inc., Houston, Texas, 1995, SLAD001, pages 4-35 thru 4-72, free, phone 214-644-5580.

7. TASM USER’S MANUAL, published by Speech Technology Incorporated, Issaquah, Washington,
Version 3, October 1993.

8. TESTLEDS.ASM source code, ftp.tapr.org /tapr/dsp93/software/ or http://www.tapr.org/tapr

The author has not as yet done a live on-the-air test of any of the programs he has ported, nor used

an audio signal generator, oscilloscope3, or spectrum analyzer to test them. He was satisified at the time with
the modem sending (TRACE)* the same addresses repeatedly to the PC screen during looping, flashing its
LED'’s, and sending expected sounds to the stereo broadcast amplifier-receiver. He learned about DSP and the
TAPR/AMSAT DSP-93 by porting, but has more to learn before he writes his first useful filter, modem, etc.,
program, if ever. Some of the math he chose to ignore because he did not understand it.

The porting of the few TI-Tag macro and COFF programs briefly discussed in appendix A and C respectively of
the text is outside the scope of this paper.

Porting the Hexadecimal Coefficient Table Generators, etc..

The text's GWBASIC programs ported to Microsoft Corp. MS-DOS QBasic, Version 1 .1, by changing vector
name AS ( ) and variable name TYPE to some other names. And by changing the British pound symbol to the

American pound symbol # for double precision.

DSP Articles/Source Code.

The following articles/source code helped the author understand DSP in general, and may be of value to the
reader depending on her/his place on the learning curve. Copies of articles are probably available from your
nearest college/university library thru inter-library services, or the publisher for a small fee. Most
college/university libraries serve the public in addition to the student body and faculty.

A. Jon Bloom, KE3Z, ARRL Staff, “Digital Signal Processing”, Chapter 8 - Digital Basics, The ARRL Handbook
for Radio Amateurs, published by The American Radio Relay League, Inc.(ARRL), Newington, Conn, ISBN: 0-
87259-171-9, 71st Edition, 1994, pp. 8-36 thru 8-38, phone 860-594-0200

B. Mac A. Cody, “The Fast Wavelet Transform”, Dr. Dobb’s Journal, M&T Publishing, Inc., San Mateo, Ca,
#187, Vol. 17, Issue 4, pp. 16-28, April 1992, phone 415-358-9500.

C. Bill deCarle, VE21Q, “Fourier Transforms: Math or Magic?“, Chapter 29 - Digital Equipment, The ARRL
Handbook for Radio Amateurs, published by The American Radio Relay League, Inc., Newington, Conn, ISBN:
0-87259-1 71-9, 71st Edition, 1994, p. 29-| 3, phone 860-594-0200


http://www.tapr.org/tapr
http://www.tapr.org/tapr

D. Johan Forrer, KC7TWW, “A Low Cost DSP Modem for HF Digital Experimentation”, Proceedings of the 13th
ARRL DIGITAL COMMUNICATIONS CONFERENCE, published by The American Radio Relay League, Inc.
(ARRL), Newington, Conn, ISBN: 0-87259-483-1, ARRL Order Number: 4831, 1994, phone [-860-594-0200.
Source code and schematics were available from Johan Forrer, KC7WW, forrerj@ ucs.orst.edu

E. Dave Hershberger, WOGR, “DSP - An Intuitive Approach”, QST, published by The American Radio Relay
League, Inc., Newington, Conn, ISSN: 0033-4812, Vol. 80, No. 2, pp. 39-42, Feb 1996,
phone 860-594-0200

F. Thomas E. Janzen, “Recovering Corrupted Waveforms”, The C Users Journal, published by R&D
Publications, Inc., Lawrence, Ks, Vol. 11, No. 6, pp. 39-48, Jun 1993, phone 913-841-1631.

G. Roy E. Kimbrell, “Finding Significance in Noisy Data“, Dr. Dobb’s Journal, M&T Publishing, Inc., San Mateo,
Ca, #189, Vol. 17, Issue 6, pp. 30-42, June 1992, phone 415-358-9500.

H. David L. Mills, W3HCF, FSK modem/TNC for HF RTTY, source code, object code, and documentation, 1995,
ftp.tapr.org /tapr/dsp93/software/modem or http://www.tapr.org/tapr

No Warranty.

This material is provided “as is” and without any express or implied warranties, including, without limitation, the
implied warranties of merchantability and fithess for a particular purpose.

“The Learning is in the Porting”


http://www.tapr.org/tapr

Linking BPQ Switches via Ethernet.

By Bill Barnes, N3JIX

Brief technical description: Two or more computers, running GSBPQ node software.
Thereisaneed to link all these switches together. There are two options: a 9600 baud
RS-232 kiss port, or a Ethernet port. BPQ wrote a driver for ODI that will allow the
switch to talk to Ethernet. Thisis a document on that process.

Key Words: G8BPQ, Ethernet, ODI.

What is ODI?

ODI isNovell’s newest ideafor Clients. Before, when you changed cards, you
had to change IPX versions as well. Also, that old IPX wasn't as “flexible” on card
settings either. So, Novell decide to make aflexible IPX, and well, it grew way over that,
into ODI. What ODI alows is card manufactures to write a driver for their card, and use
ageneric IPX. So, the only thing that need to be changed is the card driver and edit the
section in the NET.CFG file.

ODI depends on a Link Support Layer or LSL. This file aways needs to be loaded first,
LSL.COM.

Here is a diagram of how ODI works, and how G8BPQ's driver fitsin there.
|

NETX or VLM Other BPQCODE
[PXoD TCPIP BPQDRY

/

Link Support
Layer
]
Card Driver
I Note: Many cards
Network Card are possible.

Does that make any sense? No? Well, theideais that many network cards can talk to
LSL, and many protocols can talk to LSL. So LSL iskinda like atraffic cop.

Ok, Here' s how to make it work.



My AUTOEXEC.BAT:

@echo off
prompt $p8qdg
cd\network
Is] » LSL is always neededfirst.
ne2000 » Thisisyour card driver.
cd\bpq
odidrv 125 - Thisisyour External ODI drv for BPQ.
, 12.5 is the Intlevel from your Ports section.
bpgcode , Of course, BPQCODE and anything else
, you may need to load
cdl
ipxodi ; IPX is only neededfor Novell. Optional
. IPXODI needs to be loaded after ODIDRV
;To Avoid Lock up ,problems later...
My NET.CFG:
Link Driver NE2000 Your driver section.
PORT 280 Your |1/O address for card.
INT 12 Your IRQ address for card.
FRAME Ethernet 802.2 Frame for Novell. Optional
FRAME ETHERNET 1| Frame for BPQ.
PROTOCOL IPXO ETHERNET 802.2 Needed for Novell Optional
PROTOCOL BPQ 8FF ETHERNET 11 Needed for BPQ
BPQPARAMS . BPQ Driver info
ETH_ADDR FF:FF:FF:FF:FF.FF ; Set to broadcast to sense all

, hodes. If you change that to the other card’s Ethernet address, it should be faster, and
. generate less traffic on a LAN. | use the broadcast because the LAN isjust for BPQ.

My PORT section of BPQCFG.TXT:

PORT

ID=Ethernet Port
TYPE=EXTERNAL ; Thisisan external driver
PROTOCOL=KISS ; KISS or Netrom, both should work. | tried
INTLEVEL=125 ,» KISS only. (Note: 0x96=125)

K SPEED=9600 ; Should Not be needed.

) CHANNEL=A ; Should Not be Needed.
QUALITY=203 » Netrom quality for this port.
MAXFRAME=7 ;Send as many frames as possible because
TXDELAY=0 , Of a dedicated high speed link.
SLOTTIME=100
PERS ST=255 . No need to wait for other stations, wire link.
FULLDUP=1
FRACK=7000

RESPTIME=100



RETRIES=1 0

PACLEN=234

USERS=8
ENDPORT

Run BPQCFG, try the drivers by hand, and make sure they work before rebooting. Most
common problems are wrong setting for the network card in the NET.CFG or something
spelled wrong in NET.CFG.

Whereto Get it:

G8BPQ 4.08a:
Internet URL: ftp://ftp.tapr.org/tapr/software_lib/switch/bpq408a.zip
Other Sources: Unknown.

ODI Driversfor Usein this project:

Internet URL : ftp://ftp.novell.com/pub/updates/nwos/dsclnt12/vimkt* .exe
** Where vimkt* exe = vimktl .exe through vimkt6.exe
** These are the install disks for Novell Dos Client.

Resources Used: (Reference List...)

G8BPQ, “G8BPQ's DRIVERS.DOC” from Version 4.08A of the software.

J. Chdllis, R. Easlick, M. Moncur, A. Olsen, J. Tanner,”The CNE-4 Study Guide,”
SYBEX Books, 1996.


ftp://ftp.tapr.org/tapr/software
ftp://ftpnovell.com/pub/updates/nwos/dsclntl2/vlrnkt*

JavAPRS

Implementation of the APRS Protocols in Java

Steve Dimse KO4HD
sdimse@bridge.net  http://www.bridge.net/~sdimse

This paper describes my implementation of the Automatic Postion Reporting System (APRS)
protocols in the computer language Java. APRS is one of the most innovative uses of ham radio in recent
years. javAPRS extends the usefulness of APRS to the intemet.

Java Basics

Java was designed by Sun Microsystems as a language to promote the use of distributed
computing resources over the intemet. Based on the C language, with an object pro?rammlng philosophy
drawn from Smalltak and Lisp, plaform independence, and built-in security, it is a language uniquely
suited to network programming.

The principle drawback to the use of Java at B_raent is dow execution speed. Unlike treditional
programs, which are compiled into machine specific object code before distribution, Java is compiled
down to byte code which Is then interpreted on the local machine, often executing at 10-25% of the speed
of native code. There is reason to be hopeful, however. Several companies are working on ‘just-in-time
compilers, which convert byte code to native code on the local machine just prior to execution. Also, the
horsepower of today’'s computers makes even the interpreted verson run at an acceptable speed in most

applications.

Theleading use of Java at present isto write programs, called applets, which are run within a
World Wide Web (WWW) browser, such as Netscape. javAPRS can work in this fashion, or as a stand
alone program. Security restrictions limit some of the interesting possibilities for javAPRS as an applet,
such as using separate servers for map and APRS data, or connecting to multiple other computers to plot

datafrom multiple LANs.

javAPRS Design

In the basic design of javAPRS, | have tried to create a system which can be used now by people
without programming knowledge to add APRS data to their web pages. In addition, using the object
oriented programming (OOP) features of Java, the system is designed to be easily extended by other Java
pggé;rammers. This sort of extension does not require access to source code of javAPRS. Theinterfaces
used by other programs will be posted in my web pages as they are findized. Source code will not be
freely available, but | will consder requests for the source code on a specific basis. The remainder of this
paper discusses the use of javAPRS in web page creation. Programmers interested in extending javAPRS

should contact me directly for more info.

javAPRS Applet Parameters
The basic syntax to cal an applet in hypertext markup language (HTML) is.

<APPLET codebase = "javAPRS/" CODE="javAPRS.class" W DTH=400 HEl GHT =300>


http://www.bridge.net/-sdimse

This executes the applet “javAPRS.clas-” in the directory “javA! 1S’ (relative to the HTML file the call is
found in). It alocates a space of the siz: :ndicated is: the brows\. window. Oth..r HTML commands, such
as <CENTER> work just as they wou!. ;or other gvaphic elemerntis Such asimages. Thelines after
APPLET tag consist of aseries of parameters which are passed to the applet t¢ control its behavior. Each
parameter has a default value, usualy the most commonly chosen option, and if the default parameter is

desired, it need not be declared.

Map Parameters

At thistime, javAPRS understands two kinds of maps. One or the other map must be used, or the
applet will not run. The map files are stored in a subfolder “/maps’ relative to the “codebase’ named in the

applet call.

<PARAM nane

"dosMap" val ue = "anymap.map">
<PARAM Nane =

; “gifMap" val ue = "anymap.map">
Maps can be automaticaly or manualy scaled.

<PARAM name = "autoScale" value = “true"s> (Default true)

This will cause the map to be scaed to fit the window the gpplet is presently running in. If autoscaing is
not used, then the following three parameters may be used to set the magnification and offset of the map.
For now, the only way to figure out the value of these parameters is trid and error.

<PARAM nane = "scal e" value = *2.0*> (Default 1.0)
<PARAM name = "offsetX" val ue “100"> (Default 0)
<PARAM name = "offsetY" val ue “100"> (Default 0)

Two options work only with dosMaps, namely:

<PARAM nane = "showMapLabels * val ue = * true"> (default true)
<PARAM nane = "sr. wAllMapLabels" val ue = "true">  (default false)

which will show either all map labels or those designated at the present scale.

Data Parameters

Data to be displayed by javAPRS is one of three types, either NMEA (only RMC and GGA are
recognized at present), TNC data (raw data from a TNC which isthe MacAPRS log file format), and HST
files produced by dosAPRS. Any or al of the three types of data may be displayed, but only one file of

each type can be used.
<PARAM name = "NMEAfile" val ue = "NMEA.dat: ">

<PARAM name = "TNCfile" val ue = *kod4hd.data">
<PARAM name = "HSTfile" val ue = "marathon.data">

The way the data is displayed is affected by severd parameters.

<PARAM name = "displayVectors " val ue = “true*> (default true)

Thiswill draw vectors for course and speed info if present in a position report.

<PARAM name = “showCallsigns" val ue = "true"> (default true)



Thisprintsacallsign next to each position report.
<PARAM name = “stationList” value = "true'>

javAPRS can keep a gtation list for the stations that are ‘heard’ in the data stream. At the end of afile
readin, the contents are dumped to the java console (select the option “Open Java Console’ in Netscape. It
will aso speed up the redrawing once the data have read, only the last postion of each station will be

plotted.

<PRRAM name = "showlewStaticns* value = “fal se”>

If stationList is true, then this option will show the name of each new dtation as it is heard. If the home
station has been specified, the bearing and distance to the station will aso be displayed.

There are a number of other, less important parameters that are available to fine tune the display to suit the
user. Please refer to my web pages for more details.

javAPRS Sample Applications

~ The javAPRS classes that exist now alow a person without programming skills to create a World
Wide Web page containing an APRS map, and display a file containing positions of various APRS
gations, objects, and track plots. More complete instructions may be found on my web sSte. Here are three
examples, with the HTML code used to call the applet, and the URL’s to reference them.

10
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Display of TNC data capture
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Future directions

The samples above are datic data, and adthough there is some degree of animation while the data is
plotted, they could be done just as easily with screen captures and GIF files. Soon | hope to have the
system able to access red time data over the net. This is where javAPRS can fill a unique role. The
possibili;j/ exists to incorporate intemet connectivity directly into the standelone APRS programs currently
in use, allowing web usersto see the data obtained at various APRS stations across the country in real
time. Also, it would be possible to write a server program, thet could be connected to many different
APRS sites and share their data, creating a nationwide APRS network, no longer limited to 300 baud and

the vagarities of HF propagation. | plan to pursue these plans, and hope to have some results to share by
the 1997 DCC, if not sooner.
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The Radio Amateur Digital System
Artificial Intellegence Project

Garry W. Joerger NSUSG @ WOSH.#DFW.TX.USA.NOAM

Abstract

This paper outlines information on the Radio Amateur Digital System
Artificia Intellegence Project from it's conception to current
capabilities and ongoing development. The platforms used in this
project include amateur radio, facilities management and weather.
Manv more applications could be used. One of the areas could be radio
frequency propagation. The applications chosen are intended to support
amateur radio, weather service, emergency management and ultimately the
public.

Background

Applications in artificial intellegence have been explored in a variety

of degrees by many nations including the Japanese. From experiments in
The Fifth Generation Attempt to todays medical and financial applications
which are currently in use. Thisinterest is no stranger to NASA and many
other ingtitutions. Applications in this areatoday serve as a vital tool

by providing solutions to the problems facing everyday decisions.

1 .0 INTRODUCTION

The purpose of this paper isto assist in understanding some
of the issuesinvolved in successfully applying expert systems technology
otherwise known as artificia intelligence and neural network systems
to the applications in the areas of ham radio, facilities management
and weather. It is my intent to only provide a basic definition of
expert systems capabilites, limitations and benefits.

20 EXPERT SYSTEM CAPABILITIES

In order to understand how expert systems can be used
advantageously, you must first understand how knowledge processing in
expert systems differs from conventional data processing. Expert systems
are unique in their ability to process [knowledge], not just data. Knowledge
processing differs from data processing in the type of information used,
the techniques used to analvze the information, and in the form that the
results of the knowledge pressing are presented to the [user].

Conventional svstems limit the devel oper to data representation
using only numbers and text (parameters). They process data using complex
[algorithms] that complete a discrete number of stepsto reach a predetermined
conclusion. Expert systems permit knowledge representation - the encoding
of human decision-making processes using symbolic terms or [symbolg)].
Because expert systems process knowledge, they are often referred to as
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[knowledge-based systems].

The ability to represent knowledge in symbolic terms expands the
range of analysis techniques that computers can'apply to information thus
enabling a system to emulate some aspects of human performance. The expert
system uses problem solving procedures such as pattern-matching to reason
about the symbolic terms. An example of [symbolic reasoning] by an expert
system that determines the daily forecast is, “if the sky is cloudy, then
the forecast might includerain.” This phrase could be used within an
expert system. A conventiond system would require that the symbolic terms
such as “sky” and “cloudy” be defined concretely as numbers or text, The
expert system uses pattern-matching on the phrases “sky is cloudy” and
“forecast might include rain” to reach a conclusion about the forecast
without requiring definition of each of the termswithin the phrases. A
conventiona system would require that the developer define a set number of
steps to determine the daily forecast. The expert system examines al
possible solutions using the problem solving procedure that has been
programmed intoit.

The combination of problem solving procedures that are built into
expert systems, together with the developer’s ability to define problems
using symbolic terms, gives expert systems the capability to store and
manipulate more complex relationships between individual pieces and groups
of information than can be accomplished with the processing supported by
conventional systems.

In addition to knowledge representation, expert systems also provide
the capability to simplify the user/computer interaction. Expert systems
can be programmed to employ more of the conventions that people use when
communicating with each other. Expert systems can be designed with the
ability to explain the “reasoning” used in reaching a recommendation and to
justify their approach to a problem, much as people do. The more
sophigticated expert systems employ a [natural language] processor to permit
users to consult with the system using near-English rather than structured
query languages or menus.

30 EXPERT SYSTEM BENEFTS

Expert system applications take advantage of the above capabilities
in two ways. Firgt, information becomes more accessible so people can make
better decisions. Second where useful information is accessible, people
can be more productive. We can be more productive in the use of controlling
station facilities management, early warning notification and information
resources through the application of expert systems. The two mgjor benefits
associated with expert systems are better decision making and increased
productivity resulting in better facilities security, accurate environment
control, increased awareness and faster notification.

3.1 BETTER DECISION MAKING
Expert systems improve the quality of decision making by providing

amechanism for pooling the knowledge of multiple experts and making that
knowledge available to the control operators, Thisleveraging of knowledge



resultsin improved quality of complex work products such as, technical
reports., and analyses that recommend actions.

Expert systems establish a basis for defensible decision-making by
capturing and applying knowledge in verifiable form. For example, in
developing work products such as technical reports and environmental
analyses, a given set of inputs, no matter how complex, should result in
consistent results given by closely similar data, advice, or recommendations.
In addition, the process of reaching a conclusion can be explicitly
demonstrated. This will ensure consistency in many decision-making
activities.

3.2 INCREASED PRODUCTIVITY

Expert systems offer significant, measurable increasesin
productivity by effectively capturing the knowledge of experts and by
minimizing the loss of [expertise] and knowledge due to attrition. Expert
systems provide a means of extracting, storing, and sharing knowledge in a
variety of disciplines. Thus, more people have access to expertise. In
turn. the experts are freed from relatively mundane tasks to focus on
demanding ones.

4.0 EXPERT SYSTEM LIMITATIONS

Expert systems provide valuable new capabilities, but they also have
clear limitations, Aswith all new technology, developers must weigh the
limitations associated with the use of expert systems technology against
benefits. Because expert systems emulate human performance in decision
making, they may be incorrectly thought of as having the capacity to make
independent judgments.  Expert systems are capable of communicating advice
that has been coded into them. They are not capable of producing
independent decisions. Their application is limited to strictly defined
domains (i.e., areas of expertise where boundaries on what expertise should
be included in the system can be defined); their performance degrades
dramatically when dealing with information that is beyond those boundaries.

Expert systems can manipulate only symbolic information, that is,
all “real” information that is collected by observing an event. For
instance, temperature and humidity in the case of weather forecasting must
be trandated into a form acceptable to the expert system. Any errorsand
biases incorporated in the tranglation process will be accepted by the
expert system without question. An example of atrandation biasisif
temperature measurements input to the system are in Fahrenheit when the
logic or knowledge encoded into the system is based on Celsius measurements,
then the conclusions reached will be invalid

5.0 PHASE IMPLEMENTATION STRUCTURE
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The information provided below will provide an outline of
what will take place with each phase of system installation.

PHASE | SYSTEM PLANNING, PROCUREMENT AND CONSTRUCTION
OF DIGITAL EQUIPMENT AND SOFTWARE BASED ON
CONVENTIONAL PROGRAMMING

PHASE I PRE-INSTALLATION TESTING AND EVALUATION

PHASE 11 INSTALLATION OF DIGITAL, VOICE EQUIPMENT,
CONVENTIONAL SOFTWARE AND OPERATIONS

PHASE IV DIGITAL SYSTEM ENHANCEMENTS

PHASE V EXPERT SYSTEM RESEARCH AND DEVELOPMENT

6.0 Current System Capabilities

Thesystem is currently providing data information to storm spotters
and ARES/RACES groups in the Dallas - Ft. Worth metroplex including adjacent
counties. The sysop is also provided with facilities management information
in the areas of station communications reliabilitity and power (voltage)
management. Station security is also handled by the system as well. Weather
aerts are disseminated by way of automaticaly paging a beeper, uploading
data via packet, phone modem and generates alerts using a voice synthesizer in
avoice repeater system. The sysop isfirst notified of an impending aert
and given the opportunity to either allow the alert to take place or to
intervene in order to alter or cancel the alerts. Thisis the same concept
used in nuclear power facilities. A weather forcast knowlege based application
aso provides input into the system. This allows notification of conditions
which are current and also provides information as to conditions asthey are
developing. Datainput for the system is provided in a manner so that storm
tracking can aso be accomplished. The sysop is provided with an audit trail
of all dataand provided with information on how the system hasreached it's
conclusion.

7.0 Conclusion

The project isin along term development phase with future
applications and implementations of enhancements as they are developed and
tested. It isimportant to realize that an expert system is not a replacement
for the experts of agiven field, but a supplement. The high profile nature of
an expert system can be addressed by classifying it as an assistant or
advisor. This sets the user’'s expectations to a more reasonable level. If
people believe that they are receiving accurate, “expert” information, then
they may act on it without the proper skepticism. The expert system is a tool
and the lighility for any outcome is held by the decision-maker.

With proper use, many advancements can be made by the use of expert systems.
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Abstract

A new approach to flow control in high speed communication networks is proposed where the
flow control problem is modeled as a dynamic system with time delay. The main advantage is that it can
assure stability of system as well as maintaining certain throughput of the communication channel.
Inside the controller, there is a term which predicts the future backlogs in the system. The controller is
easy to implement. Simulation results show that the method offers significant less delay than existing

methods.

1. Introduction

Tremendous amount of research has been done recently on the distribution of video, including
how to accommodate both broadcast and interactive services (video conferencing and video on demand)
onto a single system. It is expected that a significant portion of the communication capacity of future
networks will be consumed by these signals. The transmission of these signals requires high speed
networks such as broadband ISDN through the use optical fibers. To maintain certain maximum delay
and minimum transmission rate is crucia in these applications related to voice and video signals; if the
delay is beyond certain levels, the received signals will not be tolerable.

In many networks, even the traffic is routed optimally, there are situations where the total traffic
into the network is much larger than the network can handle. If no strategies are present to limit the
traffic into the network, queue sizes at bottleneck links will grow and packet delays will increase which
may violate some maximum delay specifications. Moreover, the buffer space at some nodes may be
exhausted. Some of t::e packets arriving at these nodes will have to be discarded and later retransmitted,
thereby wasting communication resources.

There are several ways to flow control such as call blocking (circuit switched networks in
telephony systems), packet discarding and packet blocking (packet switched networks), etc. One popular
technique for implementing flow control is the window flow method. A virtual circuit between a
transmitter A and areceiver B is under window flow control if there is an upper bound on the number of
data units that have been transmitted by A and are not yet known by A to have been received by B. The
upper bound is called the window size.

The window flow control is not suitable for high-speed wide area networks because the
propagation delays are relatively large. An even more important reason is that windows do not regulate
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end-to-end packet delays well and do not guarantee a minimum data rate. Voice, video services depend
on upper bounds on delay and lower bounds on rate. High-speed wide area networks increasingly carry
such traffic, and many lower-speed networks also carry such traffic, making windows inappropriate.
In[5], the flow control within avirtual circuit on a high speed network is modeled as a fluid-flow
gueue with a fixed propagation delay. Data from other virtual circuits are modeled as disturbances of the
available service capacities. The model has the following features:
« The rate of data entering the network is controlled.
« The available service capacity is reduced by an unspecified but observable piecewise constant
disturbances which correspond to capacity assigned to traffic from other virtual circuits.
« Theinformation of backlog and disturbance are continuously fed back to the source through a
reverse channel.
« Thereisafixed delay on the forward and reverse channels.
In Section 2, we will consider the flow control model of a single channel. Section 3 introduces
the control strategy. Extensive simulation results will be presented in Section 4. Finally, some comments
will beincluded in Section 5.

2. Flow Control Modedl

Consider afluid-flow channel with flow control shownin Fig. 1.

lw@

A0 s u(t)
»| Controller |~ o @——»

[x(1=2) (e =) fe |

Oy

_| Delay |« M easurement

T

Flg. 1 A fluid flow channel model.

The dynamics of the backlog can be written as
x=bu—-bu(l-w) 2.1

with x the backlog of data in the channel from the virtual circuit, ¢ the transmission rate of the channel,
A the traffic load on the virtua circuit, u the rate of traffic allowed into the network by the controller
(0 ux A1), w the portion of service capacity used by other virtual circuits, 7 the lumped propagation
delay from the source to the channel transmitter and back, including any additional fixed processing
times, b a logical variable indicating whether data arriving at the channel transmitter can be served
immediately, i.e.

x > 0oru > u(1-w)

L
b= _ (2.2)
0, X = Oandu £ u(1-w)
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The disturbance w(?) is assumed to be piecewise constant and driven by an unspecified train of

weighted impulses o, (t) as

w=o,. (2.3)
The arrival times and weights of the impulses are constrained only in that w is bounded by 0 and 1, and
in that only afinite number of arrivals are permitted in afinite interval.

The control objectives are: (1) to drive the backlog x to zero; (2) to maintain the rate of traffic
departing the channel at a rate py where i is a specified portion of channel capacity. The value of
may be chosen by the network designer for the best tradeoff of throughput and delay. Driving x to zero is
equivalent to reducing the amount of queuing delay and maintaining certain rate of traffic is necessary in
certain applications such as voice and video message:.

From basic system control theory, the presen: < of time delay in information feedback may cause
the system to go unstable. In other words, the backlog x may go to very large values which also means
the packet delay may go beyond certain maximum delay tolerance. The key to guarantee the stability of
the system is to find some ways to compensate the propagation delay.

In the next section, we will propose a new method to flow control that can guarantee the
maximum packet delay and, at the same time, can maintain a desired throughput rate. The controller also
uses the fluid-flow model as described in [6]. Inside the controller, aterm is present which can generate
some predictive information about the future backlogs x in the system. This predictive information is
crucial to the success of the control scheme since it guarantees that the time delay of packets will not go
unstable. Thus the maximum time delay performance criterion can be assured. In addition, the new flow
control method can also maintain certain throughput of the system which is very important in
applications such as video distribution. Another advantage is that the controller is easy to implement.

3. Fast Flow Control Strategy

Throughout this paper, we will assume b = 1 since this is the case that needs the controller to be
activated. We will divide the study into two cases. The first case deals with the ideal situation where the
information in backlog x(z) and disturbance w(?) are fed back to the controller with no delay. The
purpose of this is to set a benchmark to evaluate the performance of control strategies when delay is
present. The second case deals with the more realistic situation where delay in information feedback is

present.

3.1 No delay in information feedback
To maintain the system throughput at, for example, uy with 0 < ¥ < 1. We propose the

following controller

u=py —kx— pw(r). (3.1)
Substituting (3.1) into the system equation (2.1) yields
X=-kx+u(y-1) (3.2)

which implies the queuing backlog will decay sincey < 1. The rate of convergence is controlled by k. A
control block diagram is shown in Fig. 2.
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Fig. 2 Linear controller with no information delay.

Note that the steady state value of backlog is nonzero. It can be verified that, the steady state value of
backlog equals to

-1
x(o0) = % (3.3)

Hence the value of backlog can be reduced to arbitrarily small values by choosing large enough k.

3.2 Time delay in information feedback

In systems with time delay, it is very hard to control them since all the available information
happened 7 seconds ago. Without predictive information about the system behavior, it would be very
difficult to control the system. We propose the following control structure to deal with the time delay
effect. The idea is to make use of the known dynamics of the system to compensate for the time delay
effects. This technique is well known in control system community and is known as the Smith predictor.
Fig. 3 shows a block diagram of the linear controller with compensation of time delay.

Controller
MY = pw(t = T):
u(t)é x(t)
> | 1/s —>
e" [«

Fig. 3 Linear controller with information feedback delay.

From Fig. 3, it can be seen that the controller is of the form
u=py—kx(t—7) - pw(t — 1) = [x(2) - x(t - 7)].
The term inside the square bracket provides predictive information about the system. The
implementation of the above system is not difficult since the time delay is known in communication
networks.

4. Smulation Studies
To facilitate our verification of the proposed method, we developed a simulation tool based on

the SIMULINK environment. A diagram of the tool is shown in Fig. 4. The dynamics of the system
were simulated with a propagation delay of 5 ms. The service capacity of the channel is 100 Mbps and
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the offered traffic was also set at 100 Mbps. The disturbance was driven by a Poisson jump process. The
amplitude of the piecewise constant disturbance is random numbers between 0 and 1.

!————> *
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cmp1 cmp.
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Fig. 4 Simulation of a new flow control scheme using SIMULINK.

Although the control method is simple to implement, it is proven to be very effective in dealing
with propagation delay. We have performed extensive simulations to check the performance of the
system. The delay throughput curve is shown in Fig. 5. It can be seen that, for the single channel case,
the proposed method improved the delay quite significantly.
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Fig. 5 Delay-throughput curve of flow control methods.

It should be noted that Smith predictor is not the only approach to dea with the propagation
delay. Other approaches such as Model Predictive Control may also be useful in this case.
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5. Conclusion

A new framework for flow control in high speed communication networks is proposed, which
makes use of the known dynamics between backlog and disturbance. Within the framework, a new
controller has been proposed which can guarantee the system stability and certain throughput rate.
Extensive simulations have been done to verify the performance of the controller.

Future work includes extending the current method to tandem communication links.
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Abstract

It is well known that nonlinear distortion over a communication channel is now a significant
factor hindering further increase in the attainable data rate in high-speed data transmission. Since the
received signal over a nonlinear channel is a nonlinear function of the past values of the transmitted data
pulses, it is not surprising that the linear equalizers do not work efficiently. We propose a new nonlinear
equalizer that uses a new type of neural network called Fuzzy CMAC which combines the advantages of
both fuzzy logic and CMAC (Cerebellar Model Arithmetic Computer) networks. The learning speed is
an order of magnitude faster than conventional neural nets. Moreover, human expert knowledge in the
form of linguistic rules can be easily incorporated into the scheme.

1. Introduction

In practical digital communications systems designed to transmit at high speed over band-limited
channels, a succession of pulses transmitted through the channel at rates comparable to the channel
bandwidth are smeared to the point that they are no longer distinguishable as well-defined pulses at the
receiving terminal [ 1]. Thisis due to several factors. First, linear amplitude and delav distortion caused
by the nonideal channel frequency response characteristic makes the symbols overlap. Also the delay
distortion makes the zero crossings no longer periodicaly spaced. Second, signals transmitted through
telephone channels are subject to other impairments such as nonlinear distortion, frequency offset, phase
jitter, impulse noise, and thermal noise. Nonlinear distortion in telephone channels is due to the
nonlinearities in amplifiers and compandors used in the telephone system. This type of distortion is very
difficult to correct. A small frequency offset (< 5 Hz) results from the use of carrier equipment in the
telephone channel. Such an offset cannot be tolerated in high-speed digital transmission systems which
use synchronous phase-coherent demodulation. The offset can be compensated for by the carrier
recovery loop in the demodulator. Phase jitter is a low-index frequency modulation of the transmitted
signal with the low frequency harmonics of the power line frequency (50 or 60 Hz). Phase jitter poses a
serious problem in digital transmission of high rates. However, it can be tracked and compensated for at
the demodulator. Impulse noise is an additive disturbance. It comes from the switching equipment in the
telephone system. Thermal noise is also present at levels of 20 to 30 dB below the signal.
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In this paper, we will deal with the signal distortion due to the linear and nonlinear channel
characteristics and additive noises. Since frequency offset and phase jitter can be remedied by some
other means, we will not discuss these impairments.

The popular approach to channel equalization is to model the channel as a linear finite-impulse-
response (FIR) filter. Then an adaptive filter is used to cancel the distortion caused the channel. Various
weight adjustment schemes such as LM S (Least Mean Square), RLS (recursive least-squares), and lattice
algorithms are used to tune the filter parameters[1][2]. However, these schemes can only handle linear
distortions. It is well known that nonlinear distortion over a communication channel is now a significant
factor hindering further increase in the attainable data rate in high-speed data transmission. Since the
received signal over a nonlinear channel is a nonlinear function of the past values of the transmitted data
pulses, it is not surprising that the linear equalizers do not work efficiently. Therefore, an efficient and
effective equalizer should posses certain capability that can learn the nonlinear behavior of the channel
characteristics. In [4] and [6], polynomia adaptive filters were developed for nonlinear channel
equalization. In [5], multilayer perceptrons have been used as equalizers. In [3], fuzzy adaptive filters

were used to cancel the nonlinear distortion.
Since nonlinear channels cover many kinds of nonlinear distortions, it is hard to single out one

method that is dominant. Hence it is necessary to develop new nonlinear equalizers and this is the goal
of this paper. We propose a new nonlinear equalizer that uses a new type of neural network called Fuzzy
CMAC which combines the advantages of both fuzzy logic and CMAC (Cerebellar Model Arithmetic
Computer) networks. The learning speed is an order of magnitude faster than conventional neural nets.
Moreover, human expert knowledge in the form of linguistic rules can be easily incorporated into the
scheme.

The paper is organized as follows. In section 2, we will introduce some backgrounds on Fuzzy
CMAC. Then we will describe the channel equalization problem and our approach in section 3.
Simulation results will be included. Finally, conclusions will be drawn in Section 4.

2. Fuzzy CMAC Neural Network

2.1 Comparison of a CMAC Network with a Fuzzy Logic Controller (FLC)

Two decades ago, a unique neural network model called a Cerebellar Model Arithmetic
Computer (CMAC) was established by J. Albus [8] based on a model of the human memory and
neuromuscular control system. The CMAC is a perceptron-like associative memory that performs
nonlinear function mapping over a particular region of a function space. A CMAC network has the
capability to learn an unknown nonlinear mapping by examples, and to reproduce multiple outputs in
response to multiple inputs. Because of its table look-up mechanism, and its hash-code based mapping
structure, CMACs are able to cope with high dimensional input/output applications without severely

deteriorating their processing speed and performance.
Fuzzy set theory was initially proposed by L. Zadeh as a tool to model the imprecision that is

inherent in human reasoning, especialy when dealing with complexity. The fuzzy theory has seen its
most widespread application in the area of control. Controllers using control laws specified with fuzzy
set theory (or fuzzy logic) are known as fuzzy controllers. Such controllers are easier (relative to non-
fuzzy controllers) to design, especialy in cases where the laws are non-linear and the systems are

complex.
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A fuzzy logic controller consists of an input fuzzification module, a set of fuzzy control rules
based on which the approximate reasoning technique is used to make a control decision, and an output
defuzzification module.

Fuzzy logic controllers differ from classica math-model controllers in that they do not require an
explicit mathematical model of how control outputs functionally depend on control inputs. Also fuzzy
logic controllers allow designers to incorporate human knowledge into the control decision making
process.

The advantages of aCMAC over aFLC are:

o There are very efficient learning laws to update the values of weights based on experience and
examples.

. There is a random mapping mechanism to reduce the physical memory requirement for multiple
input and high resolution applications.

o There exist efficient input encoding schemes for high dimensional input vectors.

The advantages of a FLC over aCMAC are:

. It is possible to interpret the implication of weight values using linguistic labels.

o The membership functions and the firing strengths contain additional information as to how close
the input vector is to each linguistic variable. Therefore the number of input space partitions may
be smaller to achieve the same generalization and output smoothness.

. The fuzzy rules can take a variety of forms while only numeric values can be associated with
CMAC associative memory locations.

. There are many methods to construct a fuzzy control knowledge base, such as expert’s experience
and knowledge.

In the next section, we will propose a new neural network called Fuzzy CMAC which combines

the advantages of both fuzzy logic and CMAC network.
2.2 Fuzzy CMAC Architecture

In this section, we present the novel concept of a Fuzzy CMAC neural network. This novel
network was developed by Intelligent Automation Inc. (IAl). The idea is to combine the advantages of
the FLC and the CMAC (Cerebellar Model Arithmetic Computer) and eliminate the respective
disadvantages of the two. IAI has successfully applied this network to active vibration control, finger
print analysis, and chaotic time-series prediction. Fig. 1 illustrates the architecture of the Fuzzy CMAC.
The Fuzzy CMAC inherits the preferred features of arbitrary function approximation, learning, and
paralel processing from the original CMAC neural network, and the capability of acquiring and
incorporating human knowledge into a system and the capability of processing information based on
fuzzy inference rules from fuzzy logic. The combination of a neural network and fuzzy logic yields an

advanced intelligent system architecture.
At the input stage, the Fuzzy CMAC uses the fuzzification method of a FLC as its input

encoding scheme. Fuzzy rules can be assigned to each associative memory cell. These rules may not
necessarily have a crisp consequent part. The output generation uses a defuzzification approach which
sums weighted outputs of the activated rules based on the firing strengths s;. The overall mapping

function of a Fuzzy CMAC can be formalized as

Ad
z(u) = Zspwp (21)
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where u =[u, u, ... u‘,\,]T is the input vector. w , p = 1, 2, .., M, are the weights of the network.

N i-1
A4=jifN=1and M=) (j,-D[[m +/j,,for N>1i=12,..,N. m isthe number of knot
i=2 I=1
points on the ith input dimension. The j* knot point on the ith input dimension is denoted as u .,
J=12,...m, s ,p=1,2 .., M, arethefiring strength of the fuzzy rules. They are calculated as

S0 = M, R (Yo pt () (2.2)
where * denotes the T-norm operator. There are many types of T-norms such as the min and product
operators. Throughout this paper, we choose the T-norm as the product inference method since it is easy
to implement. Hence, (2.2) can be written as

N
Sp =, @) )t ) = [ 1, ) (2.3)
i=1

where u ; (1;) is the j* membership function of the i* input.

A Fuzzy CMAC neura network combines the advantages listed for CMAC and FLC. One
desirable feature the Fuzzy CMAC inherits from the CMAC model is that the receptive field of the
sensing element has limited width. This means that there are only a small number of sensing elements to
be activated for any sensor reading. In conventional neural nets such as those based on multiple layer
feedforward structure and backpropagation learning algorithms, all neurons are required to perform
computation in order to compute the forward mapping or to perform learning. In Fuzzy CMACs,
operations are localized and only a small subset of all the neurons need to be computed. Our initial
comparisons of fuzzy CMACs with conventional neural nets show orders of magnitude increase in the
speed of both function mapping and learning for typical problems on conventional computational
hardware. Comparing the activating function of CMAC to the linguistic variables in the Fuzzy CMAC,
one can view the activating function as the membership function of the Fuzzy CMAC input variables.
Fig. 2 shows the comparison.

In terms of the control knowledge rule-base, the proposed Fuzzy CMAC differs from Albus’s
CMAC [8] in that the weight values can be interpreted as knowledge rules through linguistic variables.
This feature permits us to validate a learned Fuzzy CMAC in terms of the reasonableness of the learning
results. This unique feature also provides a practical channel for knowledge acquisition. A knowledge
base (a set of rules) can be established based on the learning results of a Fuzzy CMAC.

On the other hand, the Fuzzy CMAC distinguishes itself from Zadeh’s fuzzy controller in that it
is able to build a learning control system starting with an empty knowledge base. The linguistic
knowledge of human experts can be incorporated into these rules. Based on the initial knowledge base, a
self learning algorithm is employed to modify the existing rules in order to improve the system
performance.

2.3 Fuzzy CMAC Mapping Using B-Spline Membership Function

The fuzzy membership function can be chosen with considerable freedom, and this freedom can
be used to optimize system performance. Membership functions should be computationally simple,
flexible, and continuous in order to optimize the Fuzzy CMAC system design. We have compared many
candidates for membership function, such as bell shape Gaussian functions, sinusoidal functions, etc.,
and we believe that the B-Spline function family possesses certain preferred properties that make them
well suitable for the Fuzzy CMAC membership function. Let the j;* knot point on the ith input dimension
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be denoted as ; ;. Throughout this paper, we use the third order B-spline function. The firing strength
of a fuzzy membership function u(u,) is the value of the function x at the input u,. For example, if u,

lies in the range of [ Mg (W), 4, (u)] , then the firing strength of the j;* membership function will be
u=u,, o U, —u u

- e —U u—u, . _
s . = J iy + ij,+1 ifi-1 . (24)

ij, _
Wiy —Uijp Uy —U o Uiy U Wiy U

The third order B-Spline membership functions have the following desirable properties:
() Positivity: w, j (u,) >0 for al e[ PR

iy

(b) Compact support: 4; ; (4;) =0 for al u, not belonging to u, € [u, j -l j]
 Normalization: " 4, , (u;) = 1 for any u,

(d) Derivatives exist and can be recursively calculated.

It should be noted that the positivity property is not that important in Fuzzy CMAC. However, the other
three properties require more attention. The existence of derivatives is very important for many real-time
control applications where the tracking errors are back-propagated through the Fuzzy CMAC. Compact
support property means that, for a given input vector, only a small number of the membership functions
will be fired and need to be computed. For our third order B-spline function, only 3 membership
functions will be activated in each input dimension. Thus only a small number of weights need to be
updated. In other words, our Fuzzy CMAC enjoys the localization property which represents a
considerable amount of computational savings when compared to a general feedforward
backpropagation neural network which must calculate all the network weights whenever there is a new
input vector. The smoothness of the B-spline functions also give the Fuzzy CMAC the generalization
property which means similar inputs will give similar outputs. The normalization property will help in
simplifying the computations. Since the output of a Fuzzy CMAC can be expressed as

my my_ m

35 ST 0 bt

IEU =g
Z(u)- my My, my _N

. **CnPi,j,(U,)
J'.v=1.l'~_]=1 Ji=ti=l

it seems from the above formula that the calculation of the numerator as well as the denominator of the
N

z(u) both involve a summation of M (= q m, ) terms, each in turn requires N multiplications. By using

2.5)

the normalization property of the B-spline membership function, the calculation of the z(u) becomes
much simpler. Thisfact is proven in the following theorem.

Theorem 1
Because of the normalization property of B-spline function, the denominator in (2.1) always

takes the value 1, e.g.

my My m

DI ZZ#,, )=1 (2.6)

Ix=lixa =1 =li=]

Proof: See [7].
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2.4 Fuzzy CMAC Universal Approximation Theorem

We have proven the following universal approximation theorem for the Fuzzy CMAC neurd
network. The theorem essentially guarantees that the Fuzzy CMAC neural network can uniformly
approximate any nonlinear continuous function over a specific compact region to any degree of
accuracy. The universal approximation theorem provides us with justification for applying the Fuzzy
CMAC to dmost any nonlinear system modeling problem.

Theorem 2
For any given real continuous function g(u) on a compact set U < R", and arbitrary ¢ > 0, there
exists a Fuzzy CMAC neural network z(w) in the form of (2.1) such that

sup’z(u) -g(u)<e for YucU 2.7)
where u = [u, U, ... uN]T isthe input vector; w( /i, j,, - . ., jy) are the weights of the Fuzzy CMAC;
and y, ; are the membership function values.

Proof: See[7].
2.5 Learning Algorithm for the Fuzzy CMAC

The conventional CMAC learning process is designed so that the correction initiated by an
output error is evenly distributed among all weights that contribute to the output, regardless of their true
proportion of contribution to the output. In the Fuzzy CMAC, a more intelligent method is adopted in
which the correction of the output error is distributed to the weights in proportion to their contribution.
The weight updating algorithm is described below.

Given atraining pair (U, zg) whereu =[u;, uy, ..., un]T isinput vector and z4 is the desired
output, update weights and knot points associated with fired fuzzy rules, such that the error between z
and z4 is reduced. Suppose there is only one output and many inputs. The Fuzzy CMAC mapping can
be expressed in terms of the product of firing strength and weights

M
z=Zspwp ) (2.8)
p=1

The learning algorithm is targeted to reduce error between the desired output zy4 and the actual output of
Fuzzy CMAC by adjusting the values of weights

E=%(z‘,—z)2 =%e2. (2.9)
The adjustment of the weights is based on the following rules
AW, = —fes , r=12,..,M (2.10)

where B is the learning rate. These learning rules differ from the original CMAC learning rule proposed
by Albus in that the adjustment of a weight is proportional to its contribution (measured by its firing
strength) to the output signal based on which the error is generated. The conventional CMAC distributes

the output error evenly among all the contributing weights.
3. Nonlinear Channel Equalization Using Fuzzy CMAC
A typical digital communication system is shown in Fig. 3 [3]. The channel includes the effects

of the transmitter filter, the transmission medium, the receiver matched filter, and other components. The
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transmitted data sequence s(k) is assumed to be an independent sequence taking vaues from {-1,1}
with equal probability. The inputs to the equalizer, x(k), x(k = 1), . . ., x(k — n + 1) are the channel
outputs corrupted by an additive noise (k). The task of the equalizer at the sampling instant k is to
produce an estimate of the transmitted symbol s(k -d) using the information contained in x(k),
x(k-1), .... x(k = n+ 1) . The integers n, d are known as the order and lag of the equalizer,
respectively.
The equalization problem can be formulated as follows. Similar to [5], we define
Pyg () ={&(k) e R"|s(k ~d) = 1},

P, 4 (1) = {&(k) € R"|s(k - d) = -1} (3.1)
where

i(K) = [£(k), 2k = 1) e, Rk - n+1)]"
Note that x(k) is the noise-free output of ti:¢ channel, and P, , (1) and P, ;4 (~1) represent the two sets
of possible channel noise-free output vectors x(4) that can be produced from sequences of the channel
inputs containing s(k — d) = 1 and s(k — d) = -1, respectively. The equalizer can be characterized by
the function

g R" > {- L1 (3.2)
with

stk - d) = gy (x(k))
where

x(k) = [x(k),x(k = 1),...,x(k -n + 1]

is the observed channel output. Let p, [{(k)‘_:ﬁ(k) € By (V] and p_; [ x(k)
conditional probability density functions of x(k) given x(k) € B, ; (1) and x(k) € P, 4 (-1) ,
respectively. It was shown in [5] that the equalizer which is defined by

Sopr (x(k)) = sgn[p, (z(k)li(k) €Pg () —px(K)x(k)e P g (-1))]  (3.3)
achieves the minimum bit error rate for the given order n and lag d, where
sgn(y) =1(-1) ify 20 (y < 0) . If the noise n(k) is zero-mean and Gaussian with covariance matrix

0 = E[(5(k),..., n(k — n+ D)) 7(k),...,ntk —n+ 1)1, (3.4)

x(k) € B, 4 (-1)] be the

then

P ERIER) € P, g () = p_y (WK € P, g (-1)

1 R _
= > exp[—g(a_c(m—a_a)TQ"Q(/«)—L)I - eXP[—%(z(k)—i_)TQ’()_C(k)—i-)l-

i+% 1a(1) x_eF,q(=1)
Let us consider a nonlinear channel described by the following discrete model
(k) = s(K) + 05s(k — 1) — 09[s(k) + 0.5s(k - 1)]° (3.5)

and the white Gaussian noise n(k) with E( ryz(k)) = 0.2 . The optimal decision boundary for this case is
shown in Fig. 4. The elements of the sets P, o (1) and P, o (-1) are illustrated in Fig. 4 by the “o” and
“*” respectively. It can be seen that the boundary is very nonlinear. Linear equalization techniques will
not perform well for such a nonlinear boundary.
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Here we propose to use Fuzzy CMAC as a nhonlinear equalizer, The procedure consists of two
steps.

Sep I: Generation oftraining data

For Fuzzy CMAC to be an efficient nonlinear equalizer, a thorough training of various possible
cases is necessary. From Fig. 4, it can be seen there are 8 possible noise free elements. We generate
10,000 data pairs around the 8 noise free elements by adding Gaussian noise to them. The data sets are
shown in Fig. 5. The desired outputs of the network are either 1 or -1. The Fuzzy CMAC equalizer has
two inputs and one output. The training of the network is done by evaluating the error and the error is
used to adjust the weights in the Fuzzy CMAC. We used 10 membership functions for each input of the

equalizer.
Sep 2: Performance test

To test the performance of the nonlinear equalizer, we generate another 100,000 data pairs with
various noise amplitudes. The output of the Fuzzy CMAC is compared with the desired values to check
whether the decision is right or wrong. Due to the generalization property of the Fuzzy CMAC, the
network can make good decision about untrained cases. The overall performance is shown in Fig. 6,
which shows the bit error rate versus the signal-to-noise ratio.

4. Conclusion

A new nonlinear equalizer using Fuzzy CMAC neural network is proposed to perform
equalization for nonlinear channels. The training speed of the network is an order of magnitude faster.
Moreover, the human expert knowledge can be incorporated into the equalizer design. Simulation results
show that the performance is similar to existing approaches.
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Abstract

Phase-locked loops (PLL) have found applications in many industrial applications such as
communication and control systems. The key requirements are stability and loop performance in terms
of signal-to-noise ratio and tracking errors. Here we present a two-step approach to PLL design. First,
we present a Lyapunov approach to anayze the loop stability. The parameter range that can guarantee
stability can be easily derived in the process. Second, we present a multi-objective optimization method
that can search a set of values within the above range of parameters to achieve an optimal trade-off
between loop bandwidth, transient and steady-state performance. Simulation results are contained to
illustrate the performance of our procedure.

1. Introduction

The principle of phase-locked loops (PLL) is simple; it consists of a phase detector, a loop filter,
and a voltage controlled oscillator [1] [3-4]. There are two key characteristics that make PLL widely
used in communications systems and control applications. First, the bandwidth of PLL can be very small
which means the signal-to-noise ratio can be improved in several orders of magnitude. Second, the PLL
can automatically track signal frequency.

Due to the nonlinear nature of the phase detector, the PLL is basically a nonlinear system. For
PLL to work in a wide range of conditions, the stability of PLL is very important. Conventional
approaches to stability anaysis included linear analysis, phase plane plots, rule of thumb, and
simulation. All these methods have limited applications in low-order PLLs. If the order of PLL goes
beyond three, it becomes amost impossible to analyze the stability of the system.

Lyapunov stability theory has been widely used in control systems, especially in nonlinear
systems such as robotics, motors and spacecrafts. A Lyapunov function is essentially an energy function.
The essential idea of Lyapunov approach is to find a Lyapunov function for the system and if it can be
shown that the derivative of the Lyapunov function is negative, then the overall system will be stable. In
this paper, we present an approach to stability analysis of second order PLLs since they have practical
applications in many areas.

Although stability is most important in the successful applications of PLL, it only provides a
range of parameter values which guarantee the stability. Trial-and-error and/or extensive simulations are
still needed to fine tune the system parameters to achieve optimal performance. There are many
performance objectives: bandwidth of PLL, signal-to-noise ratio, steady-state tracking error, rise time,
overshoots, etc. Some of these objectives are conflicting. For example, in order to have a high signal-to-
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noise ratio, we need a lower bandwidth. However, a lower bandwidth implies slow rise time and hence
poor tracking performance. To satisfy all these objectives manually requires a lot of simulations and
experience. We herein propose a general multi-objective optimization method which can satisfy all the
performance objectives simultaneously even in the presence of nonlinearity such as phase detector in the
system.

The paper is organized as follows. Section 2 will describe the Lyapunov approach to stability
analysis of a second-order PLL. Section 3 will introduce the multi-objective optimization paradigm. A
simulation example will be detailed in Section 4 to illustrate the performance of the proposed approach.
Finally, some comments on future research directions will be included in Section 5.

2. Stability Analysis Using Lyapunov Function
2.1 Model of PLL

A general block diagram of an analog PLL is shown below.

input signal Loop

Filter

A

VCO v(t)

Fig. 1 An analog PLL.
Assume the input to the PLL is a sinusoid cos(w,t + @) with @, the input frequency and ¢ the input
phase and output of the VCO is sin(w,t + ) with y the phase signal. A phase detector PD is just a
multiplier which produces an output
e(t) = cos(w;t + g)sin(w,t + y)

=%sin(¢—y/)+;1sin(2a),.t+¢+l//). (1)

The high-frequency component should be eliminated by using a low-pass filter. The cutoff frequency of
the filter should be selected around w,. The reason is that we do not want to interfere with the function
of the loop filter. The loop filter acts as controller to the PLL. Its function is to make sure the transient
and steady-state response as good as possible. Thisfilter is usualy selected to have the form
s+b

O =T )
where a, b are design parameters which control the bandwidth of the loop. The output of the loop filter
provides the control voltage v(t) for the VCO. The VCO is a sinusoidal signal generator with an
instantaneous phase given by

ot +y=o1+K| Wn)dr 3)

with K aconstant.

With a proper design of the low-pass filter to filter out the high-frequency component of the PD,
we can therefore neglect the high-frequency component of the phase detector. Hence we can cast the
PLL into asimpler and equivalent model shown in Fig. 2.
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Fig. 2 Equivalent model of PLL.
2.2 Stability Analysis of PLL Using Lyapunov function

It should be emphasized that there is a nonlinearity in the system, i.e. the term sin(¢-w) . To
analyze the stability, the conventional way is to linearize the nonlinear term by assuming (¢ — ) is
small. However, in many situation the phase error is not small due to either frequency error or phase
error. To use Lyapunov approach, we first need to convert the system into a state-space model. Defining
£ =¢-V¥ ,wecanwriteamodel for the systemin Fig. 2

Xx=-ax+050b-a)sing,

£=-Kx-05Ksdsne. 4)
The state variable x denotes an internal state in the loop filter G(s). Lyapunov approach is a method
which can anayze the internal stability of the system, i.e. the stability of the states. If the states are
stable, then the system will also be stable from the input-output point of view. The very first step of the
analysis begins with the search of a Lyapunov function. This process depends heavily on one's
experience. In [2], there are quite a number of examples on how to choose a proper Lyapunov function
for a given system. For the PLL system, we choose the following Lyapunov function candidate,

1
V=(1—cosg)+EzTPz Q)
where
R
[Pl le
P =
P, P

is a positive definite matrix. V' is alocally positive definite function (1.p.d.f.) since
() V(z)=0if z=0, and
(i) V(z) > 0if z= O for z e B where B is a ball around the equilibrium point z = 0.

There exists a well known theorem from nonlinear system analysis, which states the condition
for system stability.

Theorem: The equilibrium point z = 0 is stable if there exists a continuously differentiable l.p.d.f. ¥ such
that

V(z)<0, Vz eB. (6)
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Proof: See[2].

Thus our objective is to show that the derivative of V' is negative for the PLL svstem.
Differentiating Yin (5) gives
vV = Sin&+£2TPz+lszz"
2 2

=[0.5(b - a)(p,—05Kp, ~ K]x sing +[05(b - a)(p,— 0.5Kp, Jesin ¢ —

~(ap,+ Kp, )x? - (ap, + Kp;)x¢e @)
Under the following conditions,
(HLK>0,b>a (8a)
(2) 0>p, >-alb (8b)
K
G =5 +D, ps=-ap, /K (8¢c)

(b-a)
it can be seen that
V = —05K sin’ & - (ap, + Kp, )x* + [05(b — a) p, — 0.5Kp, ]esin &

<0 )
since

(ap, +Kp,)>0 (10)
and

[0.5(b-a)p, —05Kp,]1< 0. (11)

Hence the PLL system is localy asymptotically stable. To extend the case for other types of
second-order systems is not difficult and can be achieved following the same route as before.

3. Multi-Objective Optimization Technique for Optimal Loop Performance

The basic idea of the approach is to formulate the PLL design as a constrained optimization
problem. Although there exist some approaches to optimization of PLL using Wiener filters, they only
tradeoff the bandwidth with the total transient error. The approach that we propose to use is called multi-
objective optimization method. It is more powerful than other methods because it can consider all
specifications, including time domain and frequency domain specifications. It can also take into account
nonlinear effects of the system.

In PLL, the performance of tracking is judged based on many factors:

(a) steady-state error,

(b) transient response due to a step of phase,

(c) transient response due to a step of frequency,

(d) transient response due to a step of acceleration,

(e) loop behavior in the presence of an angle modulated input signal.

Besides these, another important criterion to judge the performance is the signal-to-noise ratio.
These performance criteria are conflicting to one another. For example, if we want to have a fast
transient response, we need a high loop gain. However, a high loop gain implies a high noise bandwidth
which will reduce the signal-to-noise ratio. Our method can handle time-domain graphical constraints as
well as nonlinear inequality constraints. One example of graphical constraint is shown in Fig. 3 below.
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The transient performance is constrained by the transient bound shown in Fig. 3. In certain
applications, percentage overshoot cannot be too large. The transient bound provides a upper limit for
the overshoot. The steady-state bound is self-explanatory. Its purpose is to limit the steady-state tracking
error.

The constraint can also be in the form of nonlinear inequality constraint. For example, if we do
not want the noise bandwidth to exceed certain maximum values. We can write a constraint of the form

[1]

05K +b
K

1
B, =~
178 05K+a

<50rad./s for a second-order lag-lead loop filter (12)

Now all the stability and performance constraints can be trandlated into a set of performance
objectives {J(p), | =1, 2, . . ., m)}, which are chosen such that if J, (p,) < J, (p, ) then the design
parameter vector p, is better than the design parameter p ,, as far as the objective of J; is concerned. This
set of objectives can be considered to be a vector of objective functions, or a multi-objective function:

Jl
Jp) =
L1928
The performance specification is satisfied if J(p) < ¢ for some positive vector ¢ of “thresholds’
, Le if 1 (p) <c, for each i, and ¢; > 0. To solve the above multiobjective function, there exists some

procedures in the literature [5].

A typical design session proceeds as follows. First of all, we need to specify the constraints, the
loop filter structure (active or lag-lead), the order of the loop filter, bandwidth of the PLL, etc. Then the
simulation tool will ssimulate the performance through a few iterations. The software will compute
values of the design parameters that improve the satisfaction of the constraints at each iteration. One can
monitor the progress of the optimization by various graphical indicators and response plots.

4. Simulation Studies

We consider a second-order loop with a lag-lead compensator. The loop bandwidth should be
less than 15 rad./s. The stability constraints are listed in Equations (8), (10), and (11). The settling time
should be 0.1 second with respect to a step change of frequency of 50 rad./s. The initial parameters are

a=1, b=50, K=50
After the optimization process, the optimal parameter values are:
a=5919, b=12655, K =50.
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In the optimization, we did not change the value of K since K is directly related to the bandwidth of the
PLL.
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Fig. 4 Performance comparison of optimized and un-optimized PLL.

The performance comparison is shown in Fig. 4 which shows the un-optimized performance with
the optimized performance. Even with the adjustment of two parameters, the performance can make

quite a big difference.

5. Conclusions

A two-step procedure to the optimization of PLL with guaranteed stability is presented in this
paper. The first step is to guarantee the loop stability by using the Lyapunov approach. In the process,
parameter ranges (within the range the loop stability is guaranteed) can be generated. The second step
consists of a multi-objective optimization method that can choose a set of parameters within the
previously mentioned parameter ranges to trade-off the loop bandwidth, tracking performance, and
steady-state errors in an optimal fashion. Simulation results show that the proposed method indeed

improves the performance of loop quite significantly.

References

[1]F. M. Gardner, Phaselock Techniques, John Wiley and Sons, New Y ork, 1979.

[2] M. Vidyasagar, Nonlinear Systems Analysis, Prentice-Hall, 1979.

[3]U. L. Rohde, Digital PLL Frequency Synthesizers: Theory and Design, Prentice-Hall, 1983.
[4] A. Blanchard, Phase-L ocked Loops, John Wiley and Sons, New Y ork, 1976.

[5] JM. Macigowski, Multivariable Feedback Design, Addison Wesley, 1989.

41



Baseband Group Delay Equalization
of IF Filters for Data Communications

T.C. McDermott, NSEG
Texas Packet Radio Society
265 Daniel Dr.

Piano, Texas 75094

n5eg@tapr.org

Abstract

One source of phase (and thus group delay) variation is the IF filter in the receiver. This is
either a mechanical filter or more commonly, a crystal filter. These IF filters typically have
been optimized for best amplitude rejection of out-of-band signals vs. achievable passband
flatness for a given number of filter poles, This typically leads to a Chebychev filter
implementation which can have significant group delay variation. If the group delay variation
vs. frequency is significant compared to the symbol rate (in baud) then the bit-error-rate of the
received signal may be substantially degraded. Techniques to equalize the filter at IF are
possible, but may prove difficult to implement and adjust, however they work well independent
of the modulation type. On the other hand equalization of the filter delay at baseband is
possible, but is only exact for linear modulation types (PSK, QAM). FSK modulation (which is
non-linear) cannot be exactly compensated at baseband but if the deviation index is low, then
a reasonably good job of delay equalization at baseband can be accomplished. This article
examines some amplitude, phase, and delay properties of first-order, second-order and all-
pass filters, and illustrates examples of Chebychev and Butterworth IF filters. Finally, a
graphical representation of delay equalization at baseband is shown.

Introduction

It can be shown that there exists several optimal channel amplitude responses for data
communications channels, one of the more popular being the raised-cosine channel response.
It can also be shown that the optimum bit-error-rate (BER) vs. received power level occurs
when the channel phase is linear (group delay is flat)’. The optimum amplitude response vs.
frequency has been discussed in a previous paper’, this paper will examine the flat group
delay requirement, and equalization of IF filter group delay variation.

Filter Transfer functions
All linear filtering functions can be described as a transfer function relating the filter's output
amplitude and phase with respect to the filter’s input amplitude and phase. For circuits using

reactive components (inductors, capacitors), the transfer function depends on frequency, and
includes terms involving complex numbers. The transfer function is usually abbreviated H(s),
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where H is a function of the variable, s. In performing analysis of the filter to a sine wave
input, we substitute for s:

s = jo = j2nf (1)

where | is equal to the square-root of negative 1. That is, j is the imaginary operator, f is the
frequency in hertz, and omega is the frequency in radians/second. In order to describe the
properties of a filter, it is necessary to derive the transfer function and then analyze the
transfer vs. frequency. To describe the transfer function of a network, it is necessary to
describe the complex impedance of each of the components, and then describe the output to
input transfer in those terms. The complex impedance of an inductor is given by:

Z(s) = j2nfL = sL ©)

This shows that the impedance of an inductor increases with frequency, and that there is a
+90 degree phase shift associated with the inductor (the +j term). Similarly, the impedance of
a capacitor is given by:

l -

1
j2nfC sC ®)

Z(s)=

which shows that the impedance of a capacitor decreases with frequency, and there is a -90
degree phase shift associated with the capacitor (the I/j term, since I/j = -j). The impedance
of a resistor is just R of course, independent of frequency and with no associated phase shift.

\Iino—/\/\/—.rO Vout
I 1/sC

Figure 1 - First-order low-pass filter

To derive the transfer function of a first-order low-pass filter (figure 1), we can write the
voltage divider equation:

1

SC 1
H(s) = = 4
©) R+L RsC +1 )

SC

If we assume that R= 1 ohm, and C=1farad, then the time constant is one second, and RC =
1. The we can normalize the response to 1 second, which is a filter -3 dB. cutoff of 1
radian/second. This can be expressed as:
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H(s) =

1/sC
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R

Figure 2 - First-order high-pass filter

Similarly, we can derive the transfer function for a first-order high-pass filter response (figure
2):

R RsC

= 6
1 RsC+1 ©)
SC

H(s) =
R+

When normalized to R=1ohm, and C= 1 farad, this is simplified to:

H(s) = —— @)

An interesting active circuit is the all-pass filter (figure 3). We can derive the transfer function
for this circuit in a manner similar to above, and when normalized to R=1 ohm and C=1 farad,
the transfer becomes:

H(s) = z—+—: ®)

It can be seen that the amplitude does not change with frequency, s, but the phase response
does. This circuit can thus be used to compensate phase delay variation (and thus group
delay variation) without affecting the amplitude response.

R R

—\/\—4

vin 0—¢

_|

1/sC
R

Vout

Figure 3 - First-order all-pass filter
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The group delay of a transfer function is related to the phase slope, steeper phase change
means greater group delay. Assuming phi is the phase in radians and omega is the frequency
in radians/second, then group delay, in seconds, is:

group delay = - do (9)
dw

If the units are degrees and hertz, then the group delay in seconds is (degrees per hertz)/360.
If the phase is linear (changes at the same rate regardless of frequency) then the group delay
is constant vs. frequency. To analyze and plot these three transfer functions, an Excel™
spreadsheet was set up to evaluate the amplitude, phase, and group delay of each. Since
Excel can directly manipulate complex numbers, this is relatively easy to do.

Figure 4 illustrates the amplitude and phase response of the low-pass filter, figure 5 illustrates
the amplitude and phase of the high-pass filter. Figure 6 illustrates the phase and group delay
of the low-pass and high pass filters. The two filters have the same phase shape, even
though there is a difference in the absolute phase. This absolute phase difference has no
effect on the group delay, which is identical for both filters.
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Figure 4 - Amplitude and phase of a low-pass filter
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Figure 5 = Amplitude and phase of a high-pass filter
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The all-pass filter has flat amplitude response, which is not shown. The phase response and
group delay are shown in figure 7.
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Figure 7 - Phase response and group delay of the all-pass filter,
with a break frequency of 1 radian/second.

As the frequency response of the all-pass is adjusted, the phase and delay responses change.
Figure 8 shows the phase and delay response of a the all-pass filter when the variable resistor
of figure 3 is adjusted for a break frequency of 3 radians/second. Note that the absolute delay
at low frequency is only one-third as large as in figure 7.
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Higher Order Filters

Higher order filters, such as band-pass filters can be analyzed just like the low-, high-, and all-

pass filters. A simple bandpass filter composed of a series LC and a shunt R yields the

amplitude, phase, and group delay response as shown in figure 9. This filter has a resonant
frequency of 1 radian/second, and a damping of 0.707 (a Q-factor of 1.414). Q is the inverse

of damping.

Figure 9 - Amplitude, Phase, and Group Delay response of a bandpass filter

Here it can be seen that the group delay has a peak at the center frequency of the filter. As
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the damping of the filter is changed, the group delay also changes, with low damping (high-Q)

filters having more group delay at the peak. When constructing more complex bandpass

() Jem— |
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filters, the delay will peak at the corners of the filter. The sharper the corners, the greater will
be the group delay, generally. To illustrate with two examples, the frequency and group delay
response of a 6-pole Butterworth, a 6-pole Chebychev, and an 8-pole Chebychev filter will be
analyzed. These filters have been moved up to around 12 radians/second center frequency.

Analysis of Butterworth and Chebychev Bandpass Filters

The transfer function, H(s) for these filters can be constructed and analyzed just as has been
done previously. The transfer function of the 6-pole filters is described by equation 10:

~(s-2z Ys-2,)s-z,) (10)

B = o= Xs=p3)

Where pl, p2, p3 are the poles of the filter response, and zl, z2, z3 are the zeros of the filter
response. The zeros determine where the filter response goes to zero (no output), and the
poles determine where the filter response peaks (maximum output). For the Butterworth and
Chebycheuv filters, all three zeros are at zero hertz, so equation 10 can be simplified to

equation 11:
_S"j
H(s) = 11
) (s-p Xs-p.Ns-ps) (1)

The Butterworth filter has a passband response that is maximally-flat, and the Chebychev
Type-l filter has an equiripple passband response (the Chebychev Type-Il has an equiripple
stopband response). The difference between these two filter types is the placement of the
poles. In a Butterworth filter, the poles are placed in a circle on the s-plane, and in a
Chebycheuv filter, they are placed on an ellipse. The two axis of the s-plane correspond to the
real and the imaginary parts of the pole. Since a pole position may in fact be complex, then
the filter pole is actually a complex pole-pair (one pole at positive frequency, the other pole at
negative frequency). The filter described by equation 11 is a 3-order filter, which has 3
complex pole-pairs, and is referred to as a 6-pole filter. Thus the 6-pole Butter-worth bandpass
filter consists on two sets of 3 pole pairs on two circles, one with it's center at the filter center
frequency, the other with it's center at the negative of the filter center frequency. Each of the 3
poles lies on the half of the circle that lies in the left-hand plane. Figure 10 is a pole-zero
diagram of the Butterworth filter. The 3 zeros are piled up on top of each other at the origin.

o
QO

Figure 10 - pole / zero diagram of the 6-pole Butterworth filter.
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Group Delay

DC Frequency
Figure 14 - Baseband delay of Chebychev filter

Figure 15a shows the delay of the all-pass filter chain and the Chebychev filter on the same
graph, and figure 15b shows the total delay of the all-pass and Chebychev in series.

Group Delay
Group Delay

pC Frequency f'e) Frequency

A B
Figure 15 - A) delay of all-pass filter and Chebychev filter on the same graph
B) total (sum) of the delay for the equalizer and filter.

It can be seen from figure 15b that the total delay variation in the region of interest is less than
in figure 14. The region of interest includes the passband of the filter, but not the stopband of
the filter. Since the received signal that is outside the passband is rejected by the filter, it's

group delay is not important.

Required Filter Bandwidth

The required IF filter width, when properly group delay equalized needs to be wide enough to
pass the received data signal. The baseband width of a data signal can range from one-half
the baud rate up to the baud rate depending on the type of filtering performed. A data signal
limited to one-half the baud rate (Le.: 4800 Hz. for a 9600 baud signal) requires a great deal of
precision in the filters, and much control of all the filters, and is not usually practical. On the
other hand when the bandwidth is equal to the baud rate (i.e.: 9600 Hz. for a 9600 baud
signal) many properties of the signal are easy to control. The IF filter width needs to be twice
the baseband width, so the required width would be 9600 Hz to 19200 Hz for a 9600 baud
signal (for linear modulation, QAM and PSK), with 19200 Hz resulting in easier to realize
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Delay equalization

It can be seen from the three filters that the group delay is largest at the ‘corner’ of the filter.
The vertical dashed line represents the center frequency of the filter. Since each of these
filters is at the Intermediate Frequency, or IF of the radio, the center frequency of the filter will
be demodulated down to zero hertz at baseband by the last mixer (or by the discriminator in
an FM detector). Frequencies to the left of the center frequency are negative frequencies at
baseband, those to the right are positive frequencies. At baseband, it is impossible to
distinguish the positive from the negative frequencies, and they all look like positive
frequencies. Thus the IF response, when translated to baseband appears as that part of the
response that lies at the filter center frequency and towards the right of that point.

Thus the task of group delay equalization is to impart significant delay at low frequencies, and
less delay at higher frequencies, hopefully the inverse of the filter's baseband delay
characteristic. Referring back to figures 7 and 8, it can be seen that the all-pass filter has
exactly this needed delay characteristic. Thus using one of these all-pass filters at baseband
in the receiver should allow us to cancel some of the filter delay. It may require several
cascaded all-pass filters to achieve the ‘necessary delay, and some of the all-pass filters may
have to be adjusted to different break frequencies in order to properly compensate for the IF
filter's baseband delay characteristic.
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Group Delay

DC Frequency
Figure 14 - Baseband delay of Chebychev filter

Figure 15a shows the delay of the all-pass filter chain and the Chebychev filter on the same
graph, and figure 15b shows the total delay of the all-pass and Chebychev in series.
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Figure 15 - A) delay of all-pass filter and Chebychev filter on the same graph
B) total (sum) of the delay for the equalizer and filter.

It can be seen from figure 15b that the total delay variation in the region of interest is less than
in figure 14. The region of interest includes the passband of the filter, but not the stopband of
the filter. Since the received signal that is outside the passband is rejected by the filter, it's

group delay is not important.

Required Filter Bandwidth

The required IF filter width, when properly group delay equalized needs to be wide enough to
pass the received data signal. The baseband width of a data signal can range from one-half
the baud rate up to the baud rate depending on the type of filtering performed. A data signal
limited to one-half the baud rate (i.e.: 4800 Hz. for a 9600 baud signal) requires a great deal of
precision in the filters, and much control of all the filters, and is not usually practical. On the
other hand when the bandwidth is equal to the baud rate (i.e.: 9600 Hz. for a 9600 baud
signal) many properties of the signal are easy to control. The IF filter width needs to be twice
the baseband width, so the required width would be 9600 Hz to 19200 Hz for a 9600 baud
signal (for linear modulation, QAM and PSK), with 19200 Hz resulting in easier to realize
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modems. If FSK (non-linear modulation) of sufficiently narrow deviation is utilized, the filter
width needs to also include the deviation of the FSK in addition to the data spectrum.

Required Group Delay Flatness

The group delay should be flat, within about 20% of a bit duration over the frequency range of
interest. Thus, for a 9600 baud signal, where the bit interval is 104 microseconds, the group
delay should be flat to within 20 microseconds for best performance, from DC up to 9600 Hz.
in the baseband.

Excel is a trademark of Microsoft, Inc.
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Abstract

This paper is a general introduction to packet radio. It explains how to setup your own packet
station. Then, it explains connecting to stations and how to use Rose Switch, Texnet, and Nodes. Key
Words: Packet, Rose, Texnet, and Nodes.

Introduction

When you hear someone on the radio talking about atopic unfamiliar to yourself, you immediately
want to learn all about it. Have you ever heard someone talking about packet, rose, texnet, or nodes?
What equipment do you need? What is packet, rose, texnet, and a node?

Setup

First, you have to get the proper equipment in order to communicate using packet. A typical packet
station consists of a PC (dummy terminal), atwo meter radio, and atnc, a packet modem. If you don't.
aready have a personal computer, an older model such as a 286 or 386 computer will run packet just
fine. A 286 computer costs about $20-$100 (used) and a 386 computer costs about $200-$500 (used.).
You won't find these types of computers brand new. A brand new computer (a pentium) costs $1300-
$5000. Because of this high price, you can see why it’s better to get an older computer. If you want
speed and you have extra money, a 486 would be even better than a 286 or 386 ($1000 for a 486, 8 MB
of Ram, 4x CD-ROM, speakers, 500 Mb hard drive, etc.) Basically any two meter radio will work.
Even a handy talky works al right. Y ou will also need a packet modem. A good beginner packet
modem is the Kantronics KPC-3. Tuckers will sdll one to you for $117 plus tax (if you live in Texas or
buy it at the store) plus shipping. Investigate Kantronics web page if you have accessto the web
(http://www kantronics.com.) After you have the major components, there are: connectors (computer,
radio, power, €etc.), soldering irons, wire, etc. After you have the equipment connected, it’stime to test
1t.

Connecting to Stations

Make sure everything is plugged in. You can't transmit well using aradio’s antenna jack Hi Hi. Go
ahead and start the computer program for the tnc; turn on the power, etc. If you haven't dready, it's
probably a good time to read the beginning of the TNC'S manual (setting up.) While you do this, check
for apart that explains how to tell the tnc what your callsign is.  Once you have your callsign set into
memory, your call will be sent with each packet. Now that you have a general knowledge of the tnc
you can precede into the fun of packet radio! Now you can connect to.....hmm if you don’t have
someone there awaiting your connect packet; then you can't connect...but wait there are PBBS's (Packet
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Bulletin Boards.) Usually your first connect will beto a PBBS station. Some good stations to connect
to are

KF5MG (144.69) & (144.67)
K9MK (144.91) DX Cluster
WS5AH (144.97)

N5TTU (145.01)

WGSE (145.01)

‘GOKA (145.01) Node
WRS5C-4 (145.05) Texnet
N5VGC-9 (145.05) Texnet
WOSH (145.07)

CLEKA (145.07) Node
DFWKA (145.07) Node
N5AUX (145.09)
KC5COF-1 (145.09)

These are just afew of the packet stationsin the area. Most of these stations on 145.01 can be
reached using either Dalas Rose Switch numbers or using 8 1749 1. (They were chosen because they are
easy to use and are great stations.) However these are in the Dallas area. When you connect to a few
of these stations you could actually get the control operator. With my Baycom packet modem, |
connect by typing “Tab” ¢ “callsgn.” With the KPC-3 you edit a connect to list and then you can click
on the station. Most of these stations can be used as your home BBS. Once you designate one station
asyour home BBS dl your personal messages will be sent to this station. Make sure the station is
dependable and doesn’t take a rocket scientist to operate. The first time you connect to a station they
may ask you for your home BBS so type in the callsign of what you want for your home BBS.
However, in order to use any station as your home BBS you must be able to connect to that station to
receive your messages. Every time apacket isdistorted in route it will ask the other station for aretry
(aretransmision of the previously sent data.) Now that you are connected to a station you have many
options. To get a list of these commands and what they do you must issue a help command (Typicaly
you type “help” or "?" and push the enter key to send the command.) Here are some basic commands:

L list al messages

LL list unlisted messages

R # read message #

KM erase al your personal messages
S send amessage

B disconnect from the station

Aswith the frequencies of packet stations the commands are also numerous in many BBS and
commands other than the basic commands (such as the ones | listed) usually vary depending on the
system. When you are finished playing.. . .umm.. .I mean learning you can issue the command b or bye to
disconnect. That is basically all thereistoit.

‘Special thanksto Barry/NSTTU for helping mewhen | didn’t understand something and for thelisting
of Rose Switches.
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Rose

Rose Switch (shortened to Rose) is a network of packet stations acting similar to repeaters. There
are a few differences: they transmit and recelve on the same frequency; there isn't a PL tone, and they
are packet stations not typical repeaters transmitting data. There are Rose Switchesin eight states:
Texas, Oklahoma, Louisiana, Arkansas, Florida, Minnesota, Illinois, and New Mexico. Rose is agood
way to extend the range of your station. A neat feature of thisisthat in Texas every Rose Switchison
145.01. You can usethisto talk to your friend in Austin (or anywhere in the eight states) on packet
from here with just a handy talky and arubber duck. Rose is a little more complicated than a typica
connect message. Example: C KCSNAS V WB5CQU-9, 8 17491 This says: connect to kcSnas through
the switch of 8 17491 from the station close to me of WB5CQU-9. Broken down alittle moreitis
similar to aregular connect until the v (via), the callsign is the callsign used by the rose switch near you
(WB5CQU-9 isjust an example) and then the rose switch number near your buddy. The computer then
looks up where the signal should go (by using the 6 digit number) and it then uses the appropriate
antenna, radio, etc. After you get a connect, it will say cal being setup and then it will acknowledge
that you got a connect or it will give you a message saying why it couldn’t connect. Although going
through another station should typically slow down your messages, it does not. It can speed up your
packets because there are less rejects than when your message goes directly instead of using arelay.
Rose uses either atelephone line or a 9600 baud packet station on 70 cm. Usually, it uses 70 cm but
occasionally it will use atelephone line. Here are the Rose Switches in the US:

(Texas)

Carthage 903693 KASHSA-2
Cleveland 713592 KB5NX-2
College Station 409845 WSAC-2
Dallas North 214234 N5BCA-2
Ddlas Texnet 214050 NSBCA-6 connect to WR5C-4 for texnet
Dallas/Ft. Worth 214223 N5SBCA-4
Double Mtn. 915735 ABS5GE-5
Double Oak 817491 WB5CQU-9
Double Oak 817105 WB5CQU-15
Dublin 817445 WBS5SMAT-2
Elmo 903560 WASYTD-12
Gainesville 817668 WB5CQU-4
Kilgore 903984 W5KPZ-1
Littlefield 806299 KA5AJA-3
Lubbock 806745 WASTBB-3
Olney 817564 N5OLP-5
Seymor 817888 NS5SENS-5
Sherman 903429 K5KQG-4
Temple 817778 WS5JEH-5
Tyler 903561 N5YPB-2
Waco 817863 NSBCA-1
Westcamp 806272 K5RKL-3
Wichita Fdls 817691 WSVAC-5
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(Oklahoma)

Ardmore 405226 WASYOM-5
El Reno 405262 AC5C-5

El Reno 145.07 405263 AC5C-6
Lawton 405248 WISY-5
Midwest City 405732 K5JB-5
Noble 405872 WDSIAT-5
Pauls Valey 405238 WBS5CQU-5
Velma 405444 KBSOJR
(Louisiana)

Bastrop 318281 KESL-3
Monroe 318323 NSPXW-3
Ruston 318257 WSHGT-2
Shreveport 318996 N5JH-2
(Arkansas)

Camden 501836

(Florida)

Brooksville 904799 WA3YMV-8
Clear-water 813442 KCSFF-7
Iverness 904233 K4GBB-3
Sarasota 813371 WA3LKW-7
St. Leo 904567 AA4RV-7
Tampa 813040 KOZYF-4
Tampa 813878 KOZYF-9
(Minnesota)

Minneapolis 612341 WAOCQG-1
(Illinais)

Chicago 3 12245 KA90ODA-3
(New Mexico)

Elida 505274 KASBAT-3
San Jon 505357 WS5CXP-3

Now just because Texas uses 145.0 1, doesn't mean al these other states will. Most of Louisiana,
however, uses the same frequency. This should not cause a problem unless you want to use rose in
another state. If you don't know the frequency of your area, just ask someone on a repeater and if they
don't know the answer they can probably refer you to someone who knows the answer. Again, you
must know what station to connect. If the PBBSison 145.01 or on the appropriate frequency in
another state, you can use Rose to act like a better antenna and radio. Now you are curious...why use a
6 digit number and why those numbers. That is a good question. Y ou will, however, notice that the
firs three numbers are typicaly the area code (for a telephone) of where the switch is. Such as 2 14
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being in the 214 telephone area code. A good way to find a station is to connect to heard. For example
¢ heard v local switch call, local switch number. Also, IPCQU isagood place for heard stations and for
information about rose. ¢ IPCQU v loca call, 8 17 105.

Texnet

Texnet is something similar to Rose Switch. However to get into texnet you use a typical connect
message. In the Dallas area turn your radio to 145.05 and connect to WR5C-4. Once you are in, the
texnet part starts. There are different names for places such as NDALLAS for north Ddlas. To
connect to kfSmg you can type c ipgate v iplink @ Denton “enter” and when wr5c-4 receives that
message, it will attempt to connect. If you want to connect to a node or PBBS somewhere else just
type ¢ “calsgn” "v cdlsgn” @ and the location near that place. Only usev and acallsign if you want
to use arelay station. After you are connected to texnet, you can go to any of the locations that exists
unless that particular link is broken. You can only connect to the station if they are on the proper texnet
frequency such as for Rose. Texnet is usudly easier to use, but you can be connected link after link
sometimes.  An example of thisistyping ¢ gvl @ greenvl and then typing ¢ 7 KSDBBS. This will take
you to a station around Greenville, but because you have 2 digipeaters the process is slowed down.

Y ou transmit to WR5C-4; he transmits to gvl and gvl transmitsto KSDBBS. Also after you connect to
gvl, you can type ¢ 2 KS | G to take you to a DX Clugter (a place where you can receive information on
DX stationsthat are currently on the air, the frequency, call, and time, and also get sunspot
information.) As soon as you type bye or b, you will be disconnected from all digipeaters and returned
to WR5C-4. Thenicething isthat you get back to the WR5C-4 so that you don’t have to reconnect to
him (Everytime you use rose you have to first connect to local switch. Then, it can connect elsewhere.
Onceyou are in Texnet you are there until you say good- bye at the texnet screen.  As you can see,
Texnet isalittle easier to use than rose switch.

Nodes

A node is almost identical to Texnet. There are few exceptions. When you type ¢ “callsign” you
don’t haveto type alocation (NDALLAS.) Thisis because Nodes are stand alone; they aren’t really
built to link between each other. 'Y ou can however, connect to your local node and link to another node
and so on. Of course, this means that you can only connect to another station in the nodes particular
coverage area. Also when you disconnect from the linked station, you are completely disconnected
from everything. You will dso be disconnected from the main node unless issue a specia connect
command when you connect to the other station. Nodes are also handy because there is not a specific
frequency. They are on many frequencies. Although you can't link around different frequencies, thereis
anode or two on many frequencies. Many nodes are on 145.01 and 145.07. When you connect into
different packet stations, you can find lists of frequencies for stations. Nodes like Rose and Texnet are
designed to help extend your stations coverage area. Unlike Rose and Texnet which are multiple
stations setup as links, Nodes are stand-al one stations.

Conclusion

Asyou can see there is much more to packet than just telling your station to connect directly to one
station. Infact if you were limited to connecting directly, you would not have too many stations to
connect to unless you had great antennas and massive power. With al these “extras’ you are able to
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have asmall station with little power and a small antenna. This allows you to connect to many stations
throughout greater distances. Like repeaters are good for asking questions and getting help packet is
great for getting help with your computer. The next time someone says | can connect to you via Rose
you can say, “I'll connect to you via Rose if you tell me your local switches number.”
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Abstract

This paper presents a case study of an object-oriented development of a satellite tracking
software. It is designed following the Real-Time Object-Oriented Modeiing (ROOM) method-
ology. The design resulting from the application of ROOM is implemented in C++ on the
ONX platform. Concurrent actors are naturally mapped to paralel processes. ROOM yields
a modular architecture which is clear, reusable, and maintainable. Use of QNX leads to a
highly performant and reliable system. This work is important because it shows application
of advanced software engineering principles in a field where most of the development is ill
based on structured (and non-structured) techniques.

Key words : Object-Oriented Modeing, Red-Time Systems, Satellite Tracking.

1 Introduction

The problem addressed in this paper is the development of a software for ground tracking in real-
time of non geostationary satellites in circular or elliptical orbits [2]. Tracking is necessary for
communicating through the satellites. Tracking of a satellite means determining its position in
space, when it is accessible (in range), and where the antennas should be pointed. Prediction of
access time is required because, for a given ground station, satellites are in range only during certain
periods (satellite passes) during a day. Antennas are directional and determination of pointing
direction is necessary and expressed in terms of two parameters; azimuth and elevation. Software
inputs are the orbital element sets of satellites being tracked, Greenwich Mean Sidereal Time for
January 00.002 of each year, and latitude and longitude of a ground station.

This paper presents a case study consisting of the application of an object-oriented methodology
to the development of a satellite tracking software. This experiment is not limited to a simulation
but is a complete development from analysis to implementation in an actual tracking station.
Development of the software follows the Real-time Object-Oriented Methodology (ROOM) [4].
ROOM is based on an operational actor model. Actors are active entities of a model. Each

*The research described in this paper was supported in part by the Naturd Sciences and Engineering Research
Council of Canada (NSERC) and the Fonds pour la formation de chercheurs et I'aide a |a recherche (FCAR).
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actor consist of data, behavior, and structure. Its execution is concurrent with other actors and it
communicates with them by means of messages. The actor model supports the basic elements of
the object-oriented paradigm such as abstraction, encapsulation, inheritance, aggregation, typing,
and concurrency [1]. Employment of such a methodology leads to high quality designs which are
very well documented, understandable, and easy to communicate as well as a evolve.

This paper is structured as follows. Section 2 presents the object-oriented model. The imple-
mentation of this model is discussed in Section 3. We conclude with Section 4.

2 Object-Oriented Model

This section details the object-oriented ROOM model devised for the satellite tracking problem. As
the ROOM methodology dictates, our satellite tracking software model is made of actors. These
actors represent the main active and concurrent components of the system. For each of them, a
structure and a behavior are specified. They communicate among themselves and with the outside
world through ports which are references to specific communication protocols. These protocols
are sets of messages that actors intend to exchange with one another. The structure presents the
components which make an actor and how they are related to one another. Components can be
either actors, ports or bindings which are links between pairs of ports. Diagrams may be used to
illustrate the structure and they represent actors as white boxes, ports as squares on the boundaries
of actors, and bindings as lines between pairs of ports (see Fig. 1). On the figure, only the names
of the actors and ports are displayed.

consoleMessages
consoleMessages

rotorTracker

console

Ly |

consoleController
controllerConsole trackerRotor

controller tracker

t 4l

controllerTracker trackerController

Figure 1: T racking system structure

A behavior specification is made of states and events. An actor moves from state to state when
events are triggered. Diagrams may illustrate the behavior of actors and they represent states as
rounded boxes and events as arrows (see Fig. 2). The black circle at the top left corner of the
diagram leads to the first state when the system starts.

Our model is made of three main actors : a console, a controller, and a tracker (see Fig. 1).
The console is the interface between the user and system. It is responsible for offering possible
actions to the user, getting his inputs, and sending them to the controller. The structure of console
is fairly simple as it contains only two ports. The first one, console User, is used to communicate
with the user. It refers to the ConsoleMessages protocol which specifies the possible messages the
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Figure 2: Controller behavior

user can send to console and vice versa. The actions available to the user are: setup a tracking
run, start a tracking run, stop a tracking run, and quit. While setting up a tracking run, the user
is also asked for a choice of a satellite. The set of actions offered to the user depends on the state
of console. For example, if no tracking run is executing, it is impossible to stop one. The second
port, consoleController, allows communication with the controller through the ControllerMessages
protocol. It mainly relays user's decisions to the controller.

The second actor, controller, executes the user's decisions received from console. Once the
system is tracking a satellite, it is also responsible for providing to tracker the direction in which
the antenna should point. The controller contains component actors which are : groundTracker
and a&Provider (see Fig. 3). Their own description will be provided further on. The controller
receives messages from console that drives its behavior (see Fig. 2). Its main operations are to set
the station’s parameters, to initialize a tracking run, and to compute the azimuth and elevation
of the antenna at specified intervals. The tracker has one port, ControllerConsole, referencing
the ControllerMessages protocol allowing communication with console. It also has another port,
controllerTracker, referencing the TrackerMessages protocol through which messages are sent to

tracker.

The last actor at this level is tracker which is a driver to the rotor's interface card. It receives
the azimuth and elevation from controller through its trackerController port. It then sends it to
the rotor’s interface in a way it can comprehend it using its trackerRotor port. These ports are
the only components of the tracker actor. The Rotor protocol referenced by the trackerRotor port
represents the driver specification of the rotor interface.

Explosion of controller uncovers two sub-actors (see Fig. 3): groundTracker and azElProvider.
These embedded actors communicate through ports controllerGround Tracker and controlle rdzEl-
Provider. The groundTracker, given orbital elements and current GMT, is responsible for providing
the Sub-Satellite Point (SSP) and altitude of a satellite. It encapsulates the satellite-orbit model
described in Ref. [2] This communication with controller is done via the controllerGround Tracke r
port. The azElProvider, given the SSP, altitude, and tracking station’s coordinates (latitude and
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controllerConsole controllerTracker
groundTracker azEIProvider
groundTrackerController
azElIProviderController
controllerGroundTracker controtterAzEIProvider

Figure 3: Tracking controller actor

longitude), is responsible for providing the azimuth and elevation of the antenna. The exchange
of messages with the controller is done through the azElProviderController port. The controller,
as its name implies, coordinates its components and communicates with tracker and console. It
gets inputs from console and sends outputs to tracker. In order to promote modularity and reuse
of actors, the components of controller communicate only with their container and not between
themselves. This way, module coupling is greatly reduced and reusability is enhanced.

The controller behaves as pictured in Fig. (see Fig. 2). The transition between the initial state
(black circle) to state Wait TrackParm reads the station’s latitude and longitude and transmits
this information to azElProvider. The transition (either from WaitTrackParm or Ready to Ready)
labeled Set TrackParm, is triggered by the SetElements message from console that conveys orbital
elements for a selected satellite. The transition labeled Start Tracking from Ready to Tracking is
triggered by the StartTracking message from console and begins a tracking run. The transition
labeled Timeout is triggered on a periodic basis and initiates the process of updating the direction
of the antenna. A tracking run is halted when the transition labeled Stop Tracking is triggered.

3Iimplementation

In this section, we discuss the implementation of our software. Issues are the hardware and Op-
erating System (OS) on which our software must execute, programming language in which our
application is coded, and mapping of concepts of our design model to OS and programming lan-
guage concepts. Let us first consider the hardware. We have the following pieces of; equipment: a
Pentium class micro computer, a V/UHF all mode transceiver, a multi- mode digital signal pro-
cessor, an azimuth-elevation rotor along with its computer interface, a VHF antenna, and a UHF

antenna.

We have chosen the QNX operating system which has been developed specifically for real-time
applications. It supports multitasking and fast context switching. QNX has a micro kernel archi-
tecture which means that its kernel is light enough to reside in the processor cache. Consequently,
it is very performant. Several processes can run concurrently and QNX provides message based
interprocess communication primitives (send, receive, and reply). The programming language se-
lected for the implementation is C++ because, conceptually, it. is the closest to the ROOM model
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amoung those available on QNX.

Actors of the ROOM model can be mapped either to QNX concurrent processes or C++ sequen-
tial objects. Note that in the ROOM model, there are actors that can potentially run in parallel
(such as console, controller, and tracker) whereas others run purely in sequence with respect to each
other. (such as controller, groundTracker, and azElProvider). On the one hand, actors that have
the potential to run in parallel are mapped to processes communicating with the QNX message
passing primitives. On the other hand, every group of actors that run in sequence is mapped to a
single process. Each actor becomes an object and communicates with the other actors in the group
with C+4++ method calls. This avoids the overhead that results from the calls to OS primitives
thus increasing efficiency. Hence, the group of actors controller, groundTracker, and azElProvider is
mapped to a single process whereas the actors console and tracker are both individually mapped to
a process. The resulting implementation therefore results in three processes. These implementation

strategies result in a simple and efficient organization.

4 Conclusion

This paper has presented the object-oriented development of a real-time satellite tracking system. It
illustrates application of object-oriented design principles in the field of satellite telecommunications.
Use of a methodology such as ROOM leads to a very well structured software that makes it easy to
understand and maintain. This project is not only a simulation but a full development including
a working implementation based on the QNX operating system running applications with real-
time performance. The demonstration performed in this project is important because it shows the
relevance and suitability of state of the art software development techniques and tools in a field
where classical structured (and non structured) software development techniques are still largely
employed.

Future work in our project includes development of a graphical user interface, remote control
through TCP/IP of the station, automatic control of the transceiver, and improvement of the
satellite-orbit mathematical model.

Acknowledgments The authors would like to thank Francis Bordeleau from Carleton University
for fruitful discussions about the ROOM model of our satellite tracking software.
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ABSTRACT

This paper describes AX.25 packet networks from a graphical standpoint using XNET, a software
program specifically designed for network analysis. Networks are complex entities most easily
explained visualy. Through the graphical displays, one can more easily gain an appreciation and
understanding of a network. It also alows one to see problems and the general behavior of the network.
XNET runs on UNIX/LINUX systems supporting the Tcl/Tk language.

KEYWORDS
Packet Radio, Tcl/Tk, Linux, UNIX, AX.25

INTRODUCTION

Amateur packet radio networks can be an enigma. The average packet user sits in the ham shack
enjoying error-free communication while sporadically hearing the Terminal Node Controller (TNC)
toggle the transmitter on and off for no apparent rhyme or reason. Somehow messages are sent and
received, files are uploaded and downloaded, countless messages fly through the ether without error, all
despite the whims of both atmospheric and man-made interference. What is most miraculous, is that the
users operating in this manner share the same frequency, an impossibility on virtually all other standard
analog modes of communication such as SSB, AM, or FM; spread spectrum being one of the few
exceptions.

Understanding and studying a network is a complex matter. Fortunately, network analyzers are
available to aid the packet user in understanding how a network operates. Two such programs are XNET
for UNIX/LINUX systems, and Packet Tracker for Apple Macintosh computers. In this paper, XNET
was used for all graphic network displays. Even for those who have no intention of using a network
analyzer program, the diagrams in this paper and the XNET Home Page on the World Wide Web should
prove to be of interest as they clearly show how a packet network functions thereby providing greater
insight into networks.
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XNET

XNET is an X-Windows based network analyzer designed specifically to monitor AX.25 packet
radio networks. It will collect and display network data allowing the user to understand network traffic
and channel utilization. The program is written in Tcl/Tk (Tool Command Language / Toolkit) and can
operate on any computer system supporting Tcl/Tk and the UNIX operating system. The only
additional hardware necessary to use XNET isaradio receiver and a Terminal Node Controller.

XNET provides many features that are useful to both the casual packet user as well as a packet radio
BBS or DX packet cluster system operator wishing to better understand a packet network. Functions
performed by XNET include:

. Packet counting

Displaying network nodes and statistics

Graphical representation of network utilization
Displaying raw network traffic

Playback of network traffic

Visual display of network connections

Extensive use of color and GUI to display information

It is reasonable to mention what XNET does not do, since there are some limitations. The
limitations are not necessarily in the program, but in the system. For example, data received by XNET
from the TNC is filtered, resulting in lost information that cannot be used for network analysis.
Specifically, al packets sent to XNET from the TNC have avalid FCS (frame checksum), since the TNC
will not pass packets to XNET with an invalid FCS. Therefore XNET has no way of keeping statistics
regarding collisions, communication errors, and other similar parameters that the TNC filters out.

These limitations can be cured by placing the TNC in the KISS mode which causes the TNC to pass
raw bit level data. XNET would then be responsible for parsing the packets, error checking, and
numerous other functions. The resulting program would provide additional useful information, however,
it would be a significantly different program.

MAIN CONSOLE

When XNET first begins, a single window called the console is displayed as shown in Figure 1. This
console provides the primary user interface for the operation of XNET. The main console's primary
purpose is to alow the user to select desired features such as the MAP, TERM, NODES, and GRAPH
windows, as well as setting preferences using the SIMUL, PORT, and PREFS windows to configure the
program. The START and STOP buttons perform the function of beginning and ending the program,
and the ABOUT button provides a short description of the program, author, and version.

The Start Time as shown in the console, is the actual time and date when XNET was started by the
user. This time is used for computing Total Packets which represents the total number of packets
received from the starting time and date.

Elapsed Time represents the duration in hours, minutes, and seconds since XNET was started. In
the example, XNET had been running nearly two hours.

Total Packets provides the grand total number of all packets received by XNET from the initial start
of the program. Thisvalueisawaysequal to or larger than the number of active packets.

Active Packets are packets from stations that are currently on the network. The difference between
active and total packets arises from the fact that stations leave the network and thus have timed-out,
resulting in packet traffic being removed from the active packet count. In this example, during the nearly
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two hour duration that the program has been running and collecting statistics, a total of 1,442 packets
have been received, and 363 packets have been received from nodes that are currently on the network .

Total Nodes represents the total nodes that have been monitored from the initial Sart Time. This
value is similar to the Total Packets since it represents all nodes that are presently on the network as
well as those that have disconnected from the network. Therefore, Total Nodes is always larger than or
equal to the Active Nodes.

Active Nodes, as its name indicates, represents all nodes that are currently active on the network. As
we shall see when we discuss the NODES window, details of these active nodes are displayed there.
The difference between the Active and Total Nodes arises from the fact that some stations are removed
from the active node list when they have timed-out. This results in the nodes being removed from the
active node count, while till being accounted for in Total Nodes.

1= XNET NETWORK ANAL YZER [ [
ABOUT [START | SIMUL|PORT |PREFS[ST,,-

Start Time: Thu Sep 7 14:33:13 EDT 1995
Elapsed Time: 01:57:13

Total Packets: 1442

Active Packets: 363

Total Nodes: 82

Active Nodes: 10

Connect Nodes: 3

—~ wmap | nobes | TERM | GRAPH | aQuir ‘—

E — T .

Figure 1. Main Console

Connect Nodes represents the number of nodes displayed in the MAP window. All the nodes listed
on the MAP and therefore counted, are nodes which have transmitted packets or have been sent packets.
Therefore, in the example, during the nearly two hour running period, 82 nodes were active on the
network, only 10 nodes are currently active, and 9 of the nodes have sent and received packets.

MAP WINDOW DEFINITIONS
The map window gives the “big picture’” of the network. It is intended to be a graphical
representation of a heard node on the network sending packets to a destination node. Before examining
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an actual map window, let’s take a moment to understand how to read the maps and define a few key
terms.

Heard Nodes are stations that have actively sent a packet; they are displayed on the map in blue.
Nodes that have been sent a packet are referred to as Destination Nodes; they are displayed in brown. It
is important to note that a destination node may or may not be on the network. Just because a node
sends another node a packet, we have no way of knowing if that destination node is on the network until
that destination node sends a packet. Then and only then is it promoted to heard station status. Other
nodes which are on the network, but not heard directly, are referred to as unheard stations and are not
displayed on the map.

Referring to Figure 2, first note that each node is drawn twice, once as a source (left side) and once as
a destination (right side). In addition, although no arrowheads are attached to the line by XNET, the line
always represents packet traffic from source to destination (i.e., left to right). If NODE2 sends a packet
to NODE], aline is drawn from NODEZ2 on the left (source) to the NODEL on the right (destination).
Similarly, if NODE 1 sends a packet to NODE4, a line is drawn from NODEL1 on the left (source) to
NODE4 on the right (destination). Lines are drawn indicating that a packet was sent, however, there is
no connection. We will shortly discuss exactly what we mean by a connection.

NODE1 1 110 o1  NODE?
NODE2 1 0  NODE2
NODE3 0 125 0 NODE3
NODE4 0 1  NODE4

Figure 2. Unconnected Nodes

Let's look at the example shown in Figure 3. If NODE1L sends a packet to NODE2, a line is drawn
from NODEL on the left (source) to NODE2 on the right (destination). If NODE2 returns a packet to
NODEL1 , aline is drawn from NODE2 on the left (source) to NODEL1 on the right (destination). The
result is a connection. XNET displays a connection using blue lines rather than brown.

A further explanation of connected nodesisin order. AX.25 is a connection oriented protocol. To @
telecommunication’ s engineer this has a very specific meaning. If a node sends a packet to another node,
aline is drawn from the source to the destination node. If the destination node returns a packet to the
source node, XNET assumes that a connection between the nodes is in place. Admittedly, XNET
loosely interprets a connection. One could argue that each node is sending packets to each other but
neither is listening, thus a connection is not in place. Although possible, this scenario is assumed to be

unlikely.
NODE1 1 5,10 1 NODE1
NODE2 1 1 NODE2
NODE3 0 0  NODE3

NODE4 0 0 NODE4

Figure 3. Mutually Connected Nodes
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The XNET maps display additional information. Near the destination node column on the right of
the map, there is a pair of numbers separated by a comma. The first number represents the number of
packets sent to the destination node by the source node. The second value is the time in seconds from
when the source node sent a packet to the destination node. Returning to Figure 3, note NODE 1 has
sent 4 packets to NODE2 and 25 seconds has passed since that packet was sent. Similarly, NODE2 has
sent 5 packets, and 10 seconds has elapsed since that last packet was sent.

MAP WINDOW EXAMPLES
We are now ready to examine a few real network maps. These maps were developed from
monitoring actual on the air packet networks in the Dallas, Texas area.

;l,J g T 4] 1

This MAP window shows in graphical form the network.
Lines represent traffic from source node (left) to
destination node (right).

1 SOURCE DESTINATION [
NSAUX 3 NSAUX
KCSKKY 1 KCSKKV
N7EKG 0 N7EKG
KGSXF-5 2 0 KGSXF-5

| N7EKG-3 O 1 N7EKG-3

:

| Esv 1 1 ESY

b

|

| kcscoF-1 1 - 1  KC5COF-

| NsAUX-15 1j:::::::::::::-::::::Z;:z:;-{ NSAUX-15 |

; -

= QuIT

] ———

Figure 4. Simple Network
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The figures shown below represent packet networks from two different types of networks.
Specifically, Figures 4 and 5 depict a normal simple channel network and a APRS packet network
respectively. It is important to emphasize that not all nodes are displayed; the map displays only heard
stations and stations that have been sent a packet.

In Figure 4, N5AUX sends a packet to node ESY. ESY returned a packet to NSAUX resulting in a
connection as previously defined. A pair of blue lines are drawn by XNET to indicate the connection.
N5SAUX is aso connected KC5KKYV, shown again by the pair of blue lines. KC5COF and N5SAUX-15
are yet a third pair of connected nodes. The remaining nodes are not connected, meaning that packets
have been sent, but the destination nodes did not return a packet to the sender.

5
i

|

bl

[ AP i =
This MAP window shows in graphical form the network.
Lines represent traffic from source node (left) to
destination node (right).
SOURCE DESTINATION
APRS 0 APRS
| RELAY 2 479 0 RELAY
A PARSM 0 2 APRSMI
KCSEJK 1 0 KCSEJK
KSDTN 1 0 K5DTN

AY

N

QUIT

Figure 5. APRS Packet Network

Figure 5 shows an APRS (Automatic Packet Reporting System) Packet Network. As one might
expect, there are no AX.25 connections. XNET displays this by showing only brown lines. This is not
surprising since al stations in an APRS merely transmit Ul (Unnumbered Information) frames at
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intervals. The source node does not listen, it only transmits packets which include the nodes present
latitude and longitude. They do not request or expect a response. Typicaly intervals for transmission is
1 minute if the station is mobile, and 60 minutes for fixed station transmitters. These Ul frames contain
the latitude and longitude of the station.

Those familiar with APRS networks will note the existence of the RELAY and APRS nodes which
are used to “repeat” the packet to provide wider coverage for both fixed and mobile nodes on the
network.

The reader is encouraged to browse the XNET web page for further examples and for colored map
displays which greatly enhances the ease of understanding the network.

NODES WINDOW

The NODES window is intended to provide additional information that is not conducive to
displaying in the graphical MAP window. It aso displays al nodes, both heard and unheard, while the
MAP window is limited to displaying heard and destination nodes only.

Figure 6 shows an example of a NODES window, which shows all currently active nodes. Other
network statistics include the number of packets transmitted by that station, network utilization in
percent, and the elapsed time since a packet was last sent by that station.

Remember that XNET does not monitor disconnect packets to detect a node disconnect. It
determines if a node is active from the age of the last packet transmitted by that node. Detecting
disconnect packets could be useful, however, many nodes leave the network, without sending a proper
disconnect frame. Therefore another method needs to be used by XNET to ascertain connect status.
That method is to age the packets and remove nodes that have exceeded the time-out period. The
PREFS menu, which we will discuss subsequently, is provided to alow the user to specify the time-out
period. If the time out period is exceeded, the node is assumed to be disconnected. For example, if the
time-out is set to 1 minute and XNET has not heard from that node for 1 minute, the node is assumed to
have disconnected from the network and is removed from the window.

STATION This column is reserved for displaying the name of the active stations. Active stations
are those heard and unheard stations that have not timed out (e.g., they have not exceeded the time-out
period specified by the preferences).

PACKETS (PKTS) The total number of packets transmitted by the specified station is displayed
here. Note that the unheard station packet count is always zero since only heard stations transmit
packets.

PERCENT (%) This metric represents the percentage of total packets transmitted by the currently
active node with respect to other currently active nodes. This value is very useful as it quickly shows
which of the nodes is responsible for most of the traffic. This value should not be confused with
network utilization. That information is best gleaned from the graph window. In the example, W5XJ
has sent 172 packets which represents 97% of the total traffic.

LAST COMMAND (FRAME TYPE) The AX.25 data link layer protocol specifies a type for all
frames. Frames fall into three main categories, Information, Unnumbered, and Supervisory. For W5XJ,
the last command sent was RR which is a Receiver Ready command.

AGE The age indicates the time in hours, minutes, and seconds, since the last packet was sent. For
example, W5X1J has not sent a packet for 3 minutes 10 seconds.

MESSAGE (LAST INFO) Information packets contain the useful information that is to be
transmitted to the receiving station. The term useful is used here to indicate that this frame contains the
information that is of primary interest to the user. Most of the other frames are overhead frames
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required by the protocol. Only the first few characters of the information string are displayed in this
window when it is initially opened. The window may be re-sized to show the entire field if the user

wishes.
COLORS Heard stations are shown in blue and unheard stations are shown in brown.

= NODES LIST Lol
This NODES window shows in tabular form all nodes.
The originating “heard” station is shown in blue,
“unheard nodes” are brown.
Station Pks & Lst Cmd Age Info AY
00 W5XJ 172 97 I[RR.P:11 0:03:10
01 WEIWVE 0 0 0:03:30
02 NASS 4 2 (RR.F:4) 0:03:20
03 NAYGP o 0 0:03:10
04 KJSNE D0 0:03:40
05 DXC 0 0 0:03:16
06 WALSKEYO 0 0 0:03:16
07.
08.
09.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19. /S
— QUIT !
| |

Figure 6. Nodes Window

GRAPHWINDOW
The GRAPH window shown in Figure 7, provides channel utilization information. This window can

display channel utilization for 1, 5, and 25 hour periods. The user may freely move from graph to graph
to obtain more or less resolution as desired.
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The graph should be used as arelative rather than absolute value of network utilization. Specifically,
XNET computes channel utilization based on the number of characters received during a one minute
sampling period. The magnitude (height) of the vertical line is also based on the RADIO BAUD rate
selected in the PREFS menu. Note that this value is used for computational purposes only and
represents the baud rate of transmission over the radio link (not the data rate between the computer and

the TNC).

' - | .
= Utilization G_r_a p h ]l
This window displays relative network utilization. The radio l

baud rate should be set correctly, see PREFS menu.

5 Hour Network Utilization

100.0

g0.0F

60.0F

40.0F

20.0F

0.0 S —

— Qur | + HR | 5 HR | 25 HR

Figure 7. Graph Window (5 Hour Logging)

PREFERENCES

The PREFS window shown in Figure 8, is provided to allow the user to specify miscellaneous
XNET preferences. These include the baud rate of the radio link, and various time out periods. The
Radio Baud Rate represents the bit rate of the radio link and is used exclusively for the computation of
network utilization as displayed in the GRAPH window.
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Recall that the program has no certain way of knowing if a node has left the network.  Therefore,
time-out periods ar:: provided. After this period is exceeded, the node is assumed to no longer exist and
is dropped from all displays except the main console which retains the existence of this node in the Total
Nodes and Total Packets count. A careful examination of the window shows that XNET provides for
three types of time-outs: Heard station, Unheard station, and Connection. These time-out periods may
be specified separately. The wide range of time-out periods, 30 seconds to 60 minutes, is provided to
allow the user to adjust XNET for the various types of networks that might be analyzed. For example,
in normal operation, time-out periods of 1 to 5 minutes are preferred. However, in an APRS network,
manv of the nodes transmit only once an hour, in which case th. user would select a longer time-out

period.

R Y e

o

~ PREFERENCES

Set miscellaneous preferences here. To-exit
without making changes select “Cancel”. To
save settings, select “SAVE”.
Radio Baud Rate| Hrd Sta TO| Uhrd Sta TO| Cont TO
~ 300 bps v 30 Secs | «, 30 secs | ~, 30 secs
% 1200 bps vw 1 mins | v, 1 mins |+, 1 mins
v 2400 bps % O mns | ¢4 5 mins |, 5 mins
9600 bps v 10 mins | \,10mins | 4 10 mins
v 19200 bps v 20 mins |~ 20 mins | - 20 mins
v B0 mins |+, 60 mins |« 60 mins
CANCEL | SAVE t
! ]

Figure 8. Preferences Window

SIMULATION WINDOW

Although XNET is intended as a graphical program, there are several other windows that may be
selected. They are mentioned here briefly to allow the reader to understand some of the program’s
features.

The simulation preferences window (not shown) is one of three preference windows. SIMUL,
PORT, and PREFS. In each of these windows the user is allowed to configure and select preferences.
These preferences are saved in atext file (prefs) which is used each time XNET is started.

The SIMUL window allows the user to select between the serial port or one of the pre-recorded
simulations. If the serial port is selected, the PORT parameters preference’'s window needs to be
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configured for the desired port parameters such as the baud rate, stop bits, parity, etc. Note that if a
simulation is selected, the port parameters have no affect (i.e., they are not needed).

Selecting a simulation is ideal for testing and educational purposes. The simulations are actual
prerecorded off the air network traffic. However, the traffic is not played back in real time. The traffic
has been designed to send information at a pre-defined interval (1 second in most cases).

TERM WINDOW

The TERM window (not shown) displays raw network traffic. However, the packet is truncated if
it exceeds the width of the window. This window is intended to allow the user to see packets as they
are received by XNET. Truncating the packets is performed to allow the user to easily see the header of
each packet, since that is of most interest.

SERIAL PORT PREFERENCES

The serial PORT configuration window (not shown) is provided to allow the user to specify port
parameters. Here the user specifies the port, stop bits, frame size, and parity. Since all information that
XNET uses comes from the TNC which provides the information over an RS-232 link, it is necessary
that the two devices use the same transfer protocol.

CONCLUSION

XNET is intended to provide information about AX.25 packet networks that is difficult and perhaps
impossible to ascertain by other means. The program displays network statistics in both tabular form
and an easily understood graphical form. Through the use of graphical displays, color, and an easy to
use interface, the program provides an excellent tool for the analysis of amateur radio AX.25 networks.
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DISTRIBUTION
XNET isafreeware program available under the GNU Genera Public License, Version 2, June 1991,

Free Software Foundation, Inc. 625 Massachusetts Avenue, Cambridge, MA 02139. It may be
downloaded from any of the following sources. Further information regarding the necessary files to
download and the system requirements are included there. The present version as of this writing is 1.1.
The files are tarred under than name xnet—- 1. 1. tar and need to be extracted. The method is described
inmoredetail inthereadme file XNet -1 . 1. README.
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The author’ s home page is the primary download site and source for information.

http://www.qualcomm. com/~rparry/xnet

The following is another possible download site for XNET and other amateur radio software
programs.

ftp.ucsd. edu/hamradio/packet
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Key Tcl/Tk Web page URLs
http: //www.sunlabs.com: 80/research/tcl/
http: //www.sunlabs.com: 80/~rjohnson/tcl/
http://wwwtios.cs.utwente.nl/~binkhors/tcl.html

Key Linux Web page URLs.
http://sunsite.unc.edu/mdw/linux.html/
http: //www.cris.com/~hallow/linux/2.0.html/
http: //www.dd] .cam/ddj/1995/1995. 05/welsh. htm/
http: //www.geog.ubc.ca/sparclinux.html/
http: / /www.redhat . com/linux-info/

Amateur Radio Specific Linux Web page URL.
http: //www.rahul .net/perens/LinuxForHams/
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A 9600 Baud modem for the LPT port

Wolf-HenningRech, N1IEOW,DF9IC@DB0GV.DEU.EU, df9%ic@amsat.org, Reichenberger Str. 7, D-71229Leonberg,

Germany
Donad Rotolo, N2IRZ, 545 Baylor Avenue, River Vae, NJO7675

Introduction

The 9600 Baud FSK modulation according to G3RUH uses our limited bandwidth ressources
much more efficiently than the popular 1200 Baud AFSK. But one reason for the packet user
not to switch to FSK is the higher price of the modem hardware - usually a TNC2 clone with
alarge FSK modem board. In contrast, 1200 Baud AFSK can be decoded with a very simple
and cheap adapter to a PCs COM port containing not much more than a TCM3105, and
originaly designed by Johannes DG3RBU (BayCom). Packet decoding is done by software
in the PC, and there is a wide variety of drivers. Even the power supply is derived from the
COM port.

We present here a simple modem for 9600 Baud FSK which can be connected to a LPI’ port
(provided itsIRQ isinstalled). It is also powered from the port and does not need any
alignment. Severa driversfor DOS[1] and LinuX are available because of its compatibility
to the BayCom PAR96 modem (and its PacComm clones). With DOS and the BayCom
program it operates with any computer higher than a 10 MHz 286. It has been originally

published in [2].

Hardware description

Fig. 1 shows the circuit diagram. The key to the high functionality with few partsis the use
of a microcontroller from Arizona Microchip, the PIC16C84 [3]. This IC contains a complete
microprocessor system which can operate from a2V/1mA power supply. A dual CMOS shift
register is used to decouple the time-critica data transfer to the host PC, and a quad opamp
provides all necessary analogue filtering including the threshold comparator function. The
Analog Devices OP491 is a micropower opamp with medium speed and rail-to-rail capability
down to 2.7 V single supply. The analog circuit is equivalent to other FSK modems, thus
preserving the high signa purity.

The complete circuit is supplied via 3 data lines from the interface. Any typical LPT port
output issimilar to at least aLS-TTL output and can drive few mA against 3.3 V. Desktop
PCs usualy have a lot more power in the LPT to drive long shielded printer lines with high
speed. The modem has been tested with a variety of notebooks and desktops, and the internal
modem supply never fell below 3.0 V.

Microcontroller internals

The processor is aways running in one of two software loops with a length of exactly 96
command cycles, one for receive and one for transmit operation. Because one command cycle
uses 4 clock cycles thisis just one bit period of a 9600 Baud signal. Both loops are written
such that the execution time is independent of all branches and subroutine calls. No interrupt
or timer is used in order to maximize execution speed.



During transmit most time is used for the calculation of the output samples which is done 4
times per bit length. The 8 stage FIR filter response on a bit stream is stored in two tables,
and combined by the PIC in real timein order to save ROM space. One single table would
require 256x4=1k byte (8 bit length, 4 times oversampling) which exceeds the limits of the
16C84. By using two tables, where the response is separated into two 4-step parts, only
2x16x4= 128 bytes are required. The calculated sampleisthen output on a 7 bit wide port and
D/A converted by a metal film resistor array.

During receive the threshold comparator output is sampled four times per bit. These binary
samples are the only input to the decoder. First the clock is regenerated by a smart DPLL
with a fast lock time but a smooth track as long as DCD is active. The DPLL is realized by
incrementing or decrementing the code loop by one NOP - the whole software runs behind
the input signal. Then the correct sample per period is used for demodulation. DCD is
generated from the 4 samples which characterize the position of the input zero crossings. The
derived raw DCD information is averaged over 50... 100 periods for areliable DCD operation.
Scrambling and bit stuffing are done in the PC driver, according to the origina BayCom
PAR96, to maintain compatibility.

The PC interface

Every 16th bit of the HDLC data stream the PICPAR modem generates an interrupt via pin
10 of the LPT. The PC responds to this interrupt and inputs or outputs 16 bit of data via pin
2/12 with the clock coming from the PC at pin 4. This burst data transfer minimizes the
interrupt load and allows operation even with moderate speed PCs. The data is stored in a 16
stage shift register and then transfered serially again to (or from) the PIC - this time the clock
comes from the PIC to match with its close real time HDLC port operation. DCD and PTT
are connected statically via extra lines.

Construction

The prototypes have been built on a two layer PCB of about 2.5 x 3.7 sg. inch. This version
is shown in the Figures 2 and 3. The component density is low, and there are only few tracks
on the component side of the board. The board layout is public domain for noncommercial
use in amateur radio and can be obtained from one of the authors (df9ic) as HP/GL or PCL.
The processor firmware will not be disclosed but programmed processors are available from
[4]; a'so complete modems based on this design, as kits and finished modules. Especialy
attractive isavery small SMD version which fitsinto a D shell adapter case.

References

[11  PC/FlexNet, amodular packet radio software package from Gunter Jost DK7WJ.

[2] Rech, W.-H., DFIIC: Einfache Modems mit PIC-Prozessoren (simple modems with
PIC processors). Proceedings of the 12th International Packet Radio Conference
Darmstadt 1996, 7-17. (in German)

[31 PIC16/17 Microcontroller Data Book. Microchip Technology Inc, 1995.

[4] BayCom GmbH, Bert-Brecht-Weg 28, D-30890 Barsinghausen, Germany. e-mail:
kneip@mst.uni-hannover.de.
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Amateur Radio Digital Voice Communications

Time’s up.

Paul L. Rinaldo, W4RI
4559 Quality Street
Fairfax, VA 22030
prinaldo@arrl.org

The telecommunication industry has been busy
developing digital voice transmission technologies.
While amateurs have made progress in other areas,
digital voice has not kept pace. Maybe its because of
lack of suitable standards, the unavailability of hard-
ware, satisfaction with the existing SSB and FM voice
systems or the lack of urgency.

Well, time’s up. We need to apply the same energies
and talents we did previoudy in developing single
Sideband, amateur television, small satellites and
packet radio.

A design engineer once told me, the longer you wait,
the easier the job. Obviously, he meant that new
devices are constantly becoming available, maybe even
the specific application you have in mind. This is true
in the case of digital voice coder-encoders (CODECs).
Instead of developing coding agorithms and designing
application-specific  integrated  circuits ~ (ASICs),
someone else may have handled these chores for you.

CD-quality Digital Voice

Digital audio broadcasting (DAB) standards are now
shaking. The original hope was that one standard could
be used for both satellite and terrestrial delivery to cars,
portables and the home. Eureka 147 is a system that
has gained some favor in Europe and Canada. For a
while, it looked like the United States was going to
accept it as a standard but domestic broadcasters felt it
important to keep broadcasting local and hang onto
their existing market areas. This made the so-called in-
band on-channel (IBOC) scheme look more attractive.
In fact, it was found that stereo digital sound could be
transmitted some dB down from an existing FM
program in aVHF channel.

While interesting, these technologies haven't been
directly applicable to amateur communications. DAB
strives for high fidelity stereo, comparable to that of a
compact disk. So far, at least, amateurs haven’t needed
CD quality. That’s a dangerous statement to make, of
course, as it’s possible that another speaker will be
making a presentation along those lines.

Digital Celular Telephones

Here’s something a little closer to our needs. Audio
quality requirements are similar to the public switched
telephone network. While not being CD quality, it's
good enough to accommodate speech of al languages
and unfamiliar topics with clarity and low noise.
Amateurs can tolerate lower voice quality and lower
signal-to-noise (S/N) ratios, or have conditioned
themselves to it so far. Lurking there is operator pride
in being able to pull a signal out of the muck.
Nevertheless, just listen to some of the lousy SSB voice
signals we endure on HF or even on amateur satellites.
VHF/UHF FM sounds lots better. Even that isn't up to
the quality of the digital cellular telephone systems.

Chips Abound

If we start with the premise that we don't need digital
cellular telephone quality or don’t want to devote the
bandwidth and power (or S/N) they do, we till can
benefit from the abundant integrated circuits spawned
by this industry. A romp through the trade journals,
data sheets and appnotes will boggle the mind. One
way to get a crash course is to sign up for itinerant
seminars put on by semiconductor manufacturers.
They’ll also tell you about their products for cordless
phones and other wireless applications.

Communications-Quality Digital Voice

FM two-way radios are generally compatible with each
other, except perhaps in channel width. Channels
ratcheted down from 60 kHz in the Jurassic FM age to
12.5 kHz these days with a strong feeling that half that
would be needed to refarm the two-way commercial
spectrum. Regrettably, the quality degrades to that of
AM when an AM bandwidth is reached, according to
the FM Improvement Ratio curves. Both fidelity and
frequency reuse are affected, so you can't expect to get
a2: 1 improvement in spectrum efficiency by chopping
12.5-kHz channelsinto twice as many 6.25 kHz wide.



What industry or the standards bodies have not done
is to agree on a single digital voice technology for
VHF/UHF two-way radios. While there is no clear
winner at this stage, a number of digital voice coding
schemes have been developed, notably APCO Project
25 in the United States, TETRA in Europe, IDRA in
Japan and DIMRS in North America. A complete
technical description of these technologies would be
impractical. Fortunately, however, International Tele-
communication Union Radiocommunication Working
Party 8A has captured their salient featuresin a scant
47 pages, in a Draft New Recommendation entitled,
Spectrum Efficient Digital Land Mobile Systems for
Dispatch Traffic, which is reprinted with permission of
the ITU as an appendix to this paper.

Of the above technologies, Project 25 |ooks parti-
cularly interesting in that RF channel spacings of 12.5
kHz and 6.25 kHz are shown, while the others use 25-
kHz channels. Without considering other factors such
as frequency reuse, it is not clear whether Project 25's
reduced bandwidth offers commensurate improvement
in spectrum efficiency.

Thereisanew US Federa Standard for a2.4-kbit/s
digital voice technique known as Mixed Excitation
Linear Prediction (MELP). A brief description can be
obtained as an IEEE reprint, O-7803-3 192-3/96
$5.000 1996 IEEE. Listener tests have shown MELP at
2.4 kbit/s performs as well as a higher bit rate CELP at
4.8 kbit/s specified in Federal Standard 10 16.

Lead, Follow or Get Out of the Way

In the case of VHF/UHF amateur digital voice com-
munications, it looks like we ought to follow what
industry is doing, or at least a subset thereof. After dl,
there isn't that much difference between our two-way
radios and commercia two-way radios. Before the
amateur radio manufacturers will produce digital voice
products, they’'ll need to have confidence that the
standard they use will be stable and preferably the same
one as they use commercialy. That doesn’t trandate to
just sitting and waiting for the commercial shakeout.
We need to do some standards shopping.

We may be able to lead at HF. But we must hurry.
There is work going on in the HF communications and
broadcasting industries. The communications appli-
cations of digital voice are probably easier to imple-
ment than those for broadcasting, for the simple reason
that broadcasting requires cheap receivers for the mass
audiences. It doesn't mean that digital communi-
cations receivers should be expensive, but there is more
price flexibility and the quantities are manageable.

Is it feasible to use something like 2.4-kbit/s MELP
for amateur HF digital voice? Does it need a clear
channel or can it tolerate QRM? What if the QRM is
on-channel or mistuned? Will it have advantages over
SSB? How do we socialize the introduction of digital
voice into what other hams consider SSB voice bands?
Remember the ondaught of SSB into what were Ah4
voice bands? Add more questions of your choice.

It's not generaly known that the emission desig-
nators for digital voice are already written into Part 97
of the FCC's Rules. See  §97.3(c)(5) and §97.305(c)
Emission Types Authorized column where “phone’ is
permitted. At least we don't need to go though the
process of getting a Special Temporary Authority
(STA) to experiment with digital voice. But we do need
to give thought to the socialization issues mentioned
above.

Spread Spectrum and Digital Voice

We need to be sensitive to voices that say, “Take it
easy; don't QRM other users in the bands while
introducing spread spectrum technology.”  Spread
spectrum is still a controversial topic among amateurs
and telecommunications professionals. Neverthel ess,
one of its forms, code division multiple access (CDMA)
is making gains commercialy. SSis neither a panacea
or the end of the universe as we know it and everything
we hold dear. It has its applications; we just need to
chose the right ones and get on with it.

Present FCC Rules permit SS on amateur bands
above 420 MHz. A current STA permits SS on all
bands above 50 MHz. There are those who fed that SS
should be permitted under the Rules above 50 MHz and
there are others who think it ought to be allowed on all
bands. Maybe this debate will be settled sometime soon.

Meanwhile, however, digital voice and SS are natural
companions. We need to consider whether digital voice
should use SS access techniques above 420 MHz where
it's already authorized. While not wishing to debate the
rule-change controversy, we can till treat it like
dreams of the celibate. Would digital voice on SS be the
solution to the short-range/long-range QRM problem at
50 MHz? Is SS on an overlay basis compatible with
existing narrow-band modes in the HF bands?

Maybe the government has HF SS systems that they'd
have to kill usif they told us about them. Industry is
now working on HF SS technologies but there are till
many unanswered questions. But it does offer the
possibility of mitigating distortion resulting from
multipath fading and it could reduce interference in
crowded bands given the right techniques.
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What Can a Body Do?

We should be following the industry and standards
organizations in their pursuit of VHFUHF two-way
radio standards. This should also include a dialog
between amateurs and Amateur Radio industry.
There' |l be atime to move, and we should recognize it
when we see it. There is room for experimentation, but
this may be more of an engineering problem of scoping
what we want to do and then doing it.

Digital voice for the MF and HF bands requires a
different strategy. We need to study the work being
done by others, come up with some ideas for amateur
applications and design some experiments. Because of
the vagaries of ionospheric propagation, coding
schemes that work fine at VHF or even in the MF
broadcast band may flake out at HF. Here is a technical
area where amateurs can contribute to the radio art.
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J. Bloom, KE3Z, “Help! CELP!,” Empirically Speak-
ing, QEX, Nov 1992,
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Mailbox at the UHF/VHF Conference in Weinheim,”
trandation by D. Moe, DJOH/KE6MN, QEX, Dec 199 1.

P. Hawker, G3VA, “The Bits of Speech - Digital
Radiophones,”  Technical Topics, RSGB Radio
Communication, Jun 1996.

A. Langi, VE4ARM, and W. Kinsner, VE4WK, “CELP
High-Quality Speech Processing for Packet Radio
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Amateur Radio 9th Computer Networking Conference,
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A. Langi, VE4ARM, and W. Kinsner, VE4WK,
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Working Party 8A

DRAFT NEW RECOMMENDATION ITU-R M.[8A/XB]

SPECTRUM EFFICIENT DIGITAL LAND MOBILE SYSTEMS
FOR DISPATCH TRAFFIC

(Question ITU-R 37/8)

Summary

Demand in the land mobile service is on the increase due to annual growth as well as to new
data-based service requirements. This has led to the development of more spectraly efficient
technologies utilizing digital modulation and in many cases trunking. These technologies are being
introduced worldwide to accommodate this demand.

This Recommendation provides the technica and operational characteristics for spectrum efficient
digital dispatch systems for international and regiond use. The Recommendation aso provides

details of systems being introduced throughout the world.

The ITU Radiocommunication Assembly,

considering

a) that the rapid development of digital speech transmisson now enables both public and
private mobile systems to operate in both nationa and internationa arenas,

b) that digital transmisson techniques offer flexibility for maintaining good communications
quality;

c) that equipment using digital modulation, speech coding, channel coding and digital signal
processing techniques are now comparable in price with those usng anaogue technology;

d) that digital transmission techniques can incorporate both speech and data facilities,

e) that digital transmission systems can accommodate different types of data services,
f) that digital systems can offer greater spectrum efficiency than existing analogue systems;
g) that automatic sharing of channels using trunking is shown to improve channel efficiency;

h) that there is continuing demand for privacy facilities,
1) Question ITU-R 37/8 on systems with improved spectrum efficiency;
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k) that considerable development of multichannel digita systems, worldwide, has produced
regional and nationa standards;
1) standardization of systems is required to permit roaming;

m) that digita systems may need to be optimized for the frequency bands in which they operate;

recommends

that the following technica and operational characteristics be adopted for spectrum efficient digital
land mobile systems for international or regiona use:

1 General objectives

The generd objectives of a spectrum efficient digital land mobile system, for dispatch in either
private or public systems, are to provide:

systems that offer a higher spectrum efficiency, thereby accommodating more users within
limited spectrum resources than analogue systems,

a higher average level of voice quality over the network and enciphered speech for privecy;

users with a wide range of services and facilities, both voice and non-voice, that are
compatible with those offered by the public fixed networks (PSTN, PDN, ISDN, etc.);

users with a variety of applications to satisfy their requirements, ranging from handheld
gations to vehicle mounted stations, with voice and data interfaces,

- mobile and infrastructure equipment which use state of the art technology to provide savings
in weight, power consumption and cost.

2 Service types

The basic services offered by a digital dispatch traffic system can be divided into three types:
teleservices;

- bearer services, and

- supplementary services.

21 Teleservices

Teleservices provide the user with full capability, including termina equipment functions, to
communicate with other users. These services are typified by both lower layer (OSI Layers 1 through
3) and higher layer (OSI Layers 4-7) functionality.

Typical teleservices should include:

a trunked and non-trunked capability to permit direct mobile-to-mobile and group speech
call facilities with user options to permit selective and secure cdling;

telephony, facamile and some extended service offerings, e.g. videotex, telex, etc.
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22 Bearer services

Bearer services give the user the capacity needed to transmit appropriate signals between certain
access points. These services are typified by lower layer functiondity, typicaly limited to OSI

Layers1through 3.

Typica bearer services should include:
a circuit mode data facility to permit a minimum of 7.2 kbit/s for unprotected data and a
minimum of 4. 8 kbit/s for protected data;

- a packet mode connection-oriented data and connectionless data facility.

23 Supplementary services

The range of supplementary services varies depending on the system and aso the particular
implementation.

3 Channd design

The systems may have two types of channel categories:
traffic channels which are used for voice and data transmission; and

- control channels which are used for signalling and control purpose, e.g. access control,
broadcast messages, synchronization, etc.

4 Channd access techniques

Systems should use either FDMA, TDMA, CDMA, or hybrids of these. Digital cellular technology
may be adaptable for dispatch use.

5 Systems being ingtalled or planned
Genera details of the systems are given in Annex 1.
Annexes 2, 3,4 and 5 give genera descriptions of specific systems.

This Appendix is a Draft New Recommendation which has been approved by ITU-R
Working Partv XA. Prior to its publication, it is subject to approval by ITU-R Study
Group 8 and adminigtrations. This text has been reproduced with the prior authorization
of the ITU as copyright holder. Complete volumnes of 1TU materia can be obtained from:

International Telecommunication Union
General Secretariat - Sdes and Marketing Service
Place des Nations - CH - 1211 GENEVA 20 (Switzerland)
Telephone: +4 1 22 730 6141 (English) / + 41 22 730 61 42 (French)
Telex: 421 000 uit ch/ Fax: +4122 73051 49
X.400: S=Sdles; P=itu; C=ch
Internet: Sales @itu.ch
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ANNEX 1

Systems being ingtalled and planned

1 Introduction

Digitd land mobile radio systems for dispatch and fleet management applications are being
developed worldwide. Although these systems have been developed to meet the requirements of
either genera purpose applications or more specific groups of users, they share some of the basic
objectives and characteristics outlined in the Recommendation.

A description of the systems is given below and more detailed descriptions can be found in
Annexes 2, 3, 4 and 5.

11

The development of the Standard? for TETRA has been carried out in the European
Telecommunications Standards Ingtitute (ETSI), a recognized standardization organization.

The technical requirements specification aims to satisfy the needs of a wide range of professiona
users ranging from emergency services to commercid and industrid organizations.

12 Project 25

The development of the standards for Project 25 has been carried out by Project 25, a combined
effort of US local (Association of Public-safety Communications Officias International, APCO),
state (Nationa Association of State Telecommunications Directors, NASTD) and federa
government users; in collaboration with the Telecommunications Industry Association, a recognized

standardization organization.

The Project 25 standards aim to satisfy the needs of a wide range of users, primarily in the area of
public safety and governmenta operations.

13 Integrated Dispatch Radio Sysem (IDRA)

The development of the Standards for the IDRA System has been carried out by the Association of
Radio Industries and Businesses (ARIB) in Japan. ARIB is an externd MPT (Ministry of Post and
Telecommunication) affiliate, a recognized standardization organization.

The technical requirements of the specification am to satisfy the needs of users over a wide r ange of
prof essions, from energency sevicestocommercia and industrial organizations.

14 Digital Integrated Mobile Radio Syssem (DIMRS)

" The Digjtal Integrated Mobile Radio System (DIMRS) is one of the methods being used in
North America to provide integrated dispatch services and increase spectrum efficiency.

2 Explanation of table

Table 1 presents the core parameters for these systems. In each case, complete specifications are, or
will be, avalable from the relevant authorities as indicated in the annexes.
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TABLE 1
Core parameters

Parameter

130 - 200 (VHF-150)
360 - 512 (UHF-400)
800 - 941 (UHF-800)

380 - 390/390 - 400 or
410 - 420/420 - 430 or
450 - 460/460 - 470 or
870 - 888/915 - 933

Future use
905- 915/850 - 860

Project 25 TETRA IDRA DIMRS
IDesignation of emission
- Traffic channels 8K10F1E, SK76GIE(V  5KOD7TW/25KWDW®  20K0D7W/20KWDW®) POKOD7W/20KWDW®)
- Control channels 8KI10F1E, SK76GIE()  [25K0D7W/25KWDW®  |20K0D7W/20KWDW®@ 2OKOD7W/20KWDW(2)
Frequency bands (MHz) |Not yet determined but Not yet determined but Presently used
likely to be likely to be 1453-1477/1501 - 1 525

806 - 821/851- 866

Duplex separation (MHz)

varies or none a VHF-| 50
band

3 and 5 at UHF-400 band
39 and 45 at UHF-800
band

5 - 10 (400 MHz band)
10 - 45 (800/900 MHz
band)

dependent on system
design

48 (55 inthe 800 MHz band)

45

RF carrier spacing (kHz)

125 for 8K10F1E(C4FM)
6. 25 foK76G1E(CQPSK)

25

25

25

ITU-R\SG-R\SG08\000\007E.WW2

29.01.96

29.01. 96
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TABLE 1 (CONT'D)
Core parameters

Parameter

Project 25 TETRA IDRA DIMRS
Maximum base station
ERP (W)
- Peak 500 25 Not specified Not specified
- Average 500 25 typically 40-300 250
[Nominal mobile stations
transmit power (W)
Peak/Average
- Mobile ranges from 10110 to110/110 10/2.5 -2 10.4/0.5
- Handheld ranges from 1/l to 5/5 1/0.25 Not yet specified 3.5/0.17
(el radius(km) 76-35 38-175 Notyetetermined |5-40 (Desgn dependent)
- Handheld/Suburban 76 38 Not yet determined 5
- Mobile/Rural 35 175 20-40 40
Area coverage technique |Cdlular channd reuse Cdlular channel Cellular channel reuse ¢elular channel r euse

Simulcast reuse Diversty receivers  |Diversity receivers
Voting receivers Quas synchronous | (Base)
(Simulcast)
Time sharing
transmission
Divergity receivers
Access method FDMA TDMA TDMA TDMA
Traffic channe YRF
carrier 6
- Initia . . | 4 6
- Design capahility 1 8 6,3,12 6,4,3,8, 12, etc.
Transmi ssi on rate(kbit/s) 96 : 36 64 64

ITU-R\SG-R\SG08\000\007E. WW?2

30.01.96 30.01.96
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TABLE 1 (CONTD)

Core parameters

Parameter Project 25 TETRA IDRA DIMRS
Modulation QPSK - ¢ family includes n/4 DQPSK M16QAM (M = 4) MI16QAM (M =4)
C4FM and CQPSK

[raffic channd structure

- basic rate speech codec Bit rate with error

- bit rate (kbit/s) 44 4.567 protection is less than 42

- error protection 28 2.633 7.466 3177

- coding algorithm IMBE ACELP , Not specified VSELP (6: 1)

Alternative rate speech codec N/A rate thd N/A

- bit rate (kbit/s) 80

- error protection 67

- coding algorithm VSELP (3: 1)

- circuit mode data

- protected (kbit/s) 61 up to 19.2 up to 4.8/slot 72

- non-protected (kbit/s) 96 up to 28.8 7.466/slot None

- Packet mode data IP - Internet protocol Connection-oriented | Connection-oriented |Connection-oriented, connectionless
connectionless (option) Supports IP and other network

connectionless protocols

Control channel structure* - dot information channe: 1

- common control channel -2 -2 -1 - primary control channdl: 3

- associated control channel -3 -3 -2 - temporary control channel: 1

- broadcast control channel -2 -2 ! — dedicated control channel: 1

* number of channd types (option:  5) |- associated control channel: 1

(o]
©o

[TTUJ-R\SG-R\SGOS\000\007E. \WA2 29.01.96 29.01.96
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TABLE 1 (CONT'D)
Core parameters

Parameter

Project 25 TETRA IDRA DIMRS
Delay spread equdization |Class A - 50 ps lass A - no Class A - no equalization Class A - 39.8 us without
‘capability(microseconds)(3) :qualization Class B - no equalization equalizer
Class Q - 50 us lass B - 55.5 us Class Q - N/A Class B - 65.5 ps without
lass Q - 111.1 ps equalizer
Class Q - N/A

Channel coding

I3CH code for network 1D
Trellis codes for data
Golay & Hamming codes
for voice

JReed-Solomon codes for

Convolutional codes
with interleaving
plus error detection

Multirate trellis coding with
interleaving plus error
detection and bit
prioritization/Convolutional
codes with interleaving plus

Multirate trellis coding with
interleaving plus error detection
ind bit prioritization

embedded signals error  detection

[Encipherment Air interface is Not specified Allowed for
- Security levels Types1,2,3 and 4 exportable plus

authentification. Plus

end-to-end

encryption  user

definable up to the

highest level of

security
— Multi-algorithm Yes Yes
~ Multikey Yes Yes
- Encipherment control Yes Yes
- Over the air rekeying Yes Yes
Handover Yes Yes Option Yes

I-I-UR - "\SGO8\000\007E.WW2 29.01. 96 29.01.96
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TABLE 1 (CONT'D)

Core parameters

Parameter Project 25 TETRA IDRA DIMRS
linter-system roaming Yes Yes Yes Yes
capability
Design capability for multiple Yes Yes Yes Yes
operators (Systems) in same
irea
Direct mode Mobile-to-mobile Mobile-to-mobile Not yet determined Allowed for

Channel scan(4) Dual watch(®)

Repeater Repeater

Trunking node gateway |Trunking mode
gateway

INOTE 1 - Denotes the emission classifications for C4FM and CQPSK modulations. Both alternatives utilize a common receiver and are thus
interoperable.

NOTE 2 - Denotes the emission classification for base stations/mobiles (handportables).

NOTE 3 - Classes A and B refer to single transmitter operation. Class Q refers to quasi-synchronous (smulcast) operation.
NOTE 4 — Scanning channels for the purpose of aternaive channel communication.

NOTE 5 - Allows a terminal using Direct Mode service to monitor the trunking control channel for any incoming signalling. It aso alows a
termina in trunking mode to monitor a direct mode channel.

16

ITU-R\SG-R\SGO8\000\007E. WW2 29.01.96 2901 96
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ANNEX2
General description of the TETRA system

1 Introduction

TETRA is a high-performance mobile radio system which has been developed primarily for
professional users such as the emergency services and public transport. The TETRA suite of mobile
radio specifications provide a comprehensive radio capability encompassing trunked, non-trunked
and direct mobile-to-mobile communication with a range of facilities including voice, circuit mode
data, short data messages and packet mode services. TETRA supports an especially wide range of
supplementary services, many of which are exclusve to TETRA.

TETRA is designed to operate in the bands below 1 GHz and the 25 kHz channd structure allows it
to fit easly into existing PMR frequency bands.

The specifications cover three distinct telecommunication services corresponding to:

- voice plus data;

- packet data optimized; and

- direct mode.

The packet data optimized (PDO) standard is based on the same physical radio platform as the
TETRAZ25 voice plus data standard but implementations are not expected to interoperate at the -
physica layer. Full interoperability is foreseen at OSI Layer 3.

Direct mode (DM) provides direct mobile-to-mobile communications when outside the coverage of
the network or can be used as a secure communications channel within the network coverage area. It
will interoperate with TETRA25 both at OSI Layer 1 and OSI Layer 3.

2 Services

21 Teleservices
Clear speech or enciphered speech in each of the following:
individual cal! (point-to-point);
group cal (point-to-multipoint);
acknowledged group call;
broadcast call (point-to-multipoint one way).

22 Bearer services:

Individual call, group call, acknowledged group call, broadcast cal for each of the following:
Circuit mode unprotected data 7.2, 14.4, 21.6, 28.8 kbits/sec.
Circuit mode protected data (low) 4.8, 9.6, 14.4, 19.2 kbits/sec.



-11-
8/7-E
- Circuit mode protected data (high) 2.4, 4.8, 7.2, 9.6 kbits/sec.

- Packet connection-oriented data.
- Packet connectionless data.

23 Supplementary services supported

PMR type supplementary services

Access priority, pre-emptive priority, priority call.

Include call, transfer of control, late entry.

Cdlls authorized by dispatcher, ambience listening, discreet listening.
Area sdlection.

Short number addressing.

Talking party identification.

Dynamic group number assignment.

Telephone type supplementary services
List search call.

Cdl forwarding - unconditional/busy/no reply/not reachable.
Call barring - incoming/outgoing calls.

CdI report.

CdI waiting.

Call hold.

Calling/connected line identity presentation.
Calling/connected line identify restriction.
Cdl completion to busy subscriber/on no reply.
Advice of charge.

Cal retention.

24 Security aspects

The TETRA system is designed to ensure high levels of security. The security objectives are listed
below:

Correct  charging - primarily of interest to commercial systems.

Authenticity . - proving the true identity of the communicating parties and of the
network.

Confidentiality of - protection against unauthorized reading of

communication transmitted information.

93



94

-12 -

8/7-E
Integrity of - protection against unauthorized modification of
communication transmitted information.
Privacy - privecy of people using or operating the network, e.g. persona
information, identities, location.
Traffic flow - to prevent disclosure of information which can be
confidentiality inferred from observing traffic patterns.
Monitoring - to permit authorized monitoring of communications, uninhibited by
the security mechanisms.
Security management  — to enable administration of a secure network.
3 Overview of the system

The functiona architectures for V+D and PDO are shown in Figures 1 and 2, including their
respective standardized interfaces.

4 System specifications
Refer to Table 1.

41 Logical channels

The following logica channels are defined:
Common Control Channd (CCH) comprising:
Main Control Channd (MCCH).
Extended Control Channd (ECCH).
These channds ded with control information addressed to or received from MSs not involved in a
circuit mode call.
- Associated Control Channel (ACCH) comprising:
Fast Associated Control Channed (FACCH).
Stedling Channel (STCH).
Slow Associated Control Channe (SACCH).
These channels ded with control information intended for or received from MSs involved in a circuit
mode cdl.
Broadcast Common Control Channel (BCCH) comprising:
Broadcast Synchronization Channel (BSCH).
Broadcast Network Channe (BNCH).
These channels carry the downlink system broadcast information.
Traffic channds (TCH) comprising:
Speech traffic channel (TCWS).
Speech or data traffic channels (TCW7.2, TCH/4.8, TCH/2.4).

These channels carry the circuit mode voice or data traffic information.
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42 TDMA frame structure - Voice and data

The TETRA frame structure, shown in Figure 3, has four dots per TDMA frame. This is further
organized as 18 TDMA frames per multiframe of which one frame per multifiame is always used for
control signaling. This eighteenth frame is called the control frame and provides the basis of the
dow associated control channel (SACCH).

The circuit mode voice or data operation traffic from an 18-frame multifiame length of time is
compressed and conveyed within 17 TDMA frames, thus alowing the eighteenth frame to be used to
control signalling without interrupting the flow of data. Besides the basc TDMA frame structure
described above, there is a hyperframe imposed above the multiframe structure. This is for long
repeat frame purposes such as encipherment synchronization. Furthermore, it can be seen that each

time-dot is of 5 10 modulation bits in duration.

43 Burgt structure — PDO

The PDO access schemes are Statistical Multiplexing (STM) for the downlink and Statistical
Multiple Access (STMA) for the uplink. The carrier separation is 25 kHz.

The basic radio resources are subbursts, transmitting information at a modulating rate of 36 kbit/s.
On the uplink there are four types of subbursts. On the downlink, there are two types of subbursts.
Figure 4 describes the PDO up and down burst format.

44 Traffic channels

441 Speech traffic channds

The speech codec, and the associated error correction and detection mechanisms have been defined
in the TETRA standard. Speech frames of 30 ms, each comprising 137 bits provide a net bit rate of
4.567 kbit/s. The coding method, ACELP, has been designed to achieve robustness to transmission
errors, and to offer a high quality in the presence of background acoustic noise while using a limited

hit rate.

Error correction (consisting of a 1/3 rate punctured convolutional code) and interleaving schemes, to
selectively protect the most important bits within the speech frame, have been specified.

Furthermore, an error detection mechanism has been included and bad frame replacement techniques
can be used, in order to minimize the impairment of the speech qudity resulting from speech frames
not correctly received.

442 Data traffic channds

Data services of up to 19.2 kbit/s are supported with channel coding and i nt er | eavi ng schenes by
using up to four time-dots per TDMA frame.

Unprotected digital bearer services with a bit rate up to 28.8 kbit/s are also supported.
5 Operational characteristics

51 Location updating and roaming

The mobile station evaluates the received signal and initiates the location updating procedure when
necessary.
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A location area is the area in which a mobile terminal can move freely without updating the location
information maintained in the network. The paging area is the area in which a mobile is paged.

The Switching and Management Infrastructure (SWMI) will page the mobile termina in every
location area where it is registered.

To facilitate mobility management, a mobile termina may be temporarily registered in a number of
location areas so that a mobile terminal may travel freely between the areas without the need to

reregister.
Roaming is possible within a TETRA network and between TETRA networks.

52 Communication protocols
The communication protocols are layered according to the OSI mode and are specified in the
TETRA standards.

Layers 1 to 3 are subdivided as shown in Figure 5. The C-plane corresponds to al signalling
information, both control and data and also packet mode data traffic. U-Plane information
corresponds to circuit mode voice or circuit mode data

The MM, CMCE and PD are defined in Figure 5.

The MLE (Mobile/base Link Control Entity) performs management of the mobile-to-base/base-to-
mobile connection, mobility within a registration area, identity management, quality of service
selection, protocol discrimination (i.e., routing to the higher layer applications).

The LLC (Logica Link Control) layer is responsible for scheduling data transmission and
retransmissions, Segmentation/reassembly, logical link handling.

The MAC (Medium Access Control) layer performs frame synchronization, interleaving/
de-interleaving channel coding, random access procedures, fragmentation/reassociation and BER and

MER measurements for control purposes.

53 Call set-up

5.3.1 Broadcast phase ‘
The base dation is continuoudy transmitting the following control and identification information:
system identify (e.g. country code, operator code, area code €tc.);
system timing information (e.g. ot synchronization, frame synchronization etc.);

control channel organization and loading information (e.g. announce ot structure especialy
for random access); '

- requests for or denial of system registrations.
Information (such as paging messages addressed to a particular mobile or group of mobiles) is

" transmitted on a per cal basis.

5.3.2 Set-up

. Information is exchanged between the infrastructure and mobile. Five eements of the mobile

procedure are:
wake up (if a battery economy mode);
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- presence check on control channel (if required);
- transfer to the traffic channel;

- acknowledgement on traffic channel (if required);
- traffic information transfer (voice or data).

Further elements need to be taken into account, especidly concerning invoking supplementary
services during this phase, conveying this information to the infrastructure, checking the subscriber
database to ensure these services have been subscribed to. On successful conclusion of this stage, the

mobile progresses to the call in progress stage.

5.3.3 Call in progress

Terminds are now concerned primarily to communicate with each other rather than signal to the
infrastructure. However, even during the traffic phase a substantial amount of control information
should be supported to alow "traffic channel acknowledgement”, caller authentication, notification
of cal waiting, call hold and transfer to waiting, priority pre-empt, include call (IC) and spesker
identification during a call.

5.3.4 Call clear down

The mohile relinquishes traffic channel and returns to monitoring the control channel. If the cal is on
“hold” the system will retain details of the mobile and the call reference for subsequent reconnection.
The system may optionally retain line resources. When the call is complete al radio and line
resources should be cleared of traffic and returned to the resource pool.

4 Connection restoration

A number of network procedures are supported in the TETRA specifications to provide continuity of
service when a mobile encounters adverse propagation effects, moves between different cells or
encounters interference. Connection restoration may aso be required for traffic reasons; to
redistribute the load on a particular cell such as during minimum mode operation; to adlow the
frequency alocations a a particular cell to be reorganized, or for maintenance or equipment fault

reasons.

The responsibility for initiating the connection restoration procedures can rest with the mobile station
or with the base dtation, depending on the reason for restoration.

The mobile station is responsible for monitoring the qudity of the downlink transmissions and may
request an dternative channd on the same serving cel if interference is encountered or may request
service on another cell if the received signd strength drops below a predefined level. The TETRA air
interface protocol provides a range of restoration procedures (of different quality) which a network
operator may wish to install, and to which users may choose to subscribe. These range from a totally
unprepared restoration taking several seconds during which time the connection is broken, to
seamless handover where the break in service is imperceptible to the user.

The base station may choose to move the MS to another channel on the same servicing cell if
interference on the uplink is encountered. The BS may wish to hand-off the cdl to an adjacent cdll if
the loading becomes too high on a particular site (load shedding). This would be performed by
atering the acquisition and relinquishing criteria defined in the broadcast (BCCH).

97
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C-plane ¢ U-plane
£1
I I
¥ .
v MM Mobility Managtmenr -
MM CMCE PD & controls roamrng and handover.
LAYER 3 Il ‘ _[ CMCE Circuit Mode Control Entity -
{ ink call controj, supplementary services
MLE Mcog;:terlo?a&;eﬁgn andshontdat aservice.
= { PD Packet Data - controls
connection oriented and
LLC Logical Link Control connectionless packet data

:
\”' U-plane traffic

LAYER 2 Clear/encrypted speech
. Circuit mode unprotected data
MAC  Medium Access Control Circuit mode protected data (low)
Circut mode protected datii (high)
LAYER 1 Physi cal Layer

FIGURE 5
Mobile/base station protocol stack
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ANNEX3

General description of the Project 25 system

1 Services supported

Services will be available on Project 25 systems in accordance with system type and other
specifications within this annex. Where a service is mandatory for a Project 25 system type, such a
system must provide that service. Where a service is a standard option, and a Project 25 system
provides that service, it shal be provided in compliance to the standard. Technologica limitations

may preclude some systems from supporting certain services.

11 Types of systems

Two types of systems are defined: Non-trunked (conventional) and trunked. All Project 25 trunked
radios shall be capable of operation in both types of systems.

1.1.1 Non-trunked (conventional) -

Non-trunked (conventional) systems possess no centralized management of subscriber operation or
capability. All aspects of system operation are under control of the system users. Operating modes
within non-trunked systems include both direct (i.e., radio-to-radio) and repeated (i.e., through an

RF repester) operation.
1.1.2 Trunked

Trunked systems provide for management of virtually al aspects of radio system operation, including
channel access and call routing. Most aspects of system operation are under automatic control,
relieving system users of the need to directly control the operation of system elements.

12 Availability

The following tables of telecommunications services show service availability by system type. The
sarvices are further denoted as either mandatory or as a standard option, by system type.

Telecommunications services
Bearer services Non-trunked Tt-unked

Circuit Switched Unreligble Data Standard Option Standard Option
Circuit Switched Reliable Data Standard Option Standard Option
Packet Switched Confirmed Delivery Standard Option Standard Option
Data

Packet Switched Unconfirmed Delivery Standard Option Standard Option
Data
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l Teleservices Non-trunked Trunked
Broadcast Voice Call Not Available Mandatory
Unaddressed Voice Call Mandatory Not Available
Group Voice Cal Standard Option Mandatory
Individua Voice Call Standard Option Mandatory

Circuit Switched Data Network Access

Standard Option

Standard Option

Packet Switched Data Network Access

Standard Option

Standard Option

Pre-programmed Data Messaging

Standard Option

Standard Option

Supplementary  services Non-trunked Trunked

Encipherment Standard Option Standard Option
Priority Call Not Available Standard Option
Pre-emptive Priority Cal Not Available Standard Option

Call Interrupt

Standard Option

Standard Option

Voice Teephone Interconnect

Standard Option

Standard Option

Discreet Listening

Standard Option

Standard Option

Radio Unit Monitoring

Standard Option

Standard Option

Talking Party Identification

Standard Option

Standard Option

Cdl Alerting

Standard Option

Standard Option

Services to the subscriber

Non-trunked

Trunked

[ntra-system Roaming

Standard Option

Standard Option

Inter-system Roaming

Standard Option

Standard Option

[Call Restriction - Not Available Standard Option
Affiliation Not Available Standard Option

Call Routing Not Available Standard Option

Encipherment Update Standard Option Standard Option
2 Functional groups

21 MES (Mobile End System)

In the mobile end system functional group, the term “Mobil€’ is used as in Land Mobile Radio,
which includes all mobile radios, portable radios, and fixed remote radios. The MES functions
include the voice and/or data user interface built into a radio.
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22 MDP (Mobile Data Peripheral)

The mobile data periphera functional group includes al mobile, portable, and fixed remote data
peripherals. The MDP functions include the data user interface of any data periphera attached to a

radio.

2.3 MRC (Mobile Router and Controal)

The mobile router and control functional group includes functions of voice and/or data routing, as
well as control of the Mobile Radio, MR.

24 MR (Mobile Radio)
The mobile radio functional group includes functions of transmission and reception of dl RF signals.

25 BR (Base Radio)

The base radio functional group includes only the functions of modulation and demodulation of the
Radio Frequency energy. Elements within the BR include the Power Amplifier (PA), RF front-end,
IF sdectivity, and end-IF detection device.

26 BA (Base Audio)

The base radio audio functional group includes the functions of frequency/level shaping and signdl
processing associated with transmitted signals and received signds coupled to the BR. The interface
to the BR and BC are manufacturer-specific, and may be at any level or frequency.

2.7 BC (Base Control)
The base radio control functiond group includes the automated control functions of an individua
radio.

2.8 RFC (Radio Frequency Control)

The radio frequency control functional group includes al logic for trandating user command
sgndling and control into base radio command signalling and control for one or more base radios.
The RFC functions further include all logic for generating command signalling and control to a RFS

functiond group, if present.

29 RFS (Radio Freguency Switch)

The radio frequency switch functional group includes al switching for establishing interconnection
paths between gateways and base radios, as directed via command and control signalling from an

RFC.

2.10 CON (Console)

The CONsole functiona group includes al end system functiondity for dispatcher(s); including a
dispatcher’s Man Machine Interface, control and audio functions.
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211  MSC (Mobile Service Switching Centre)

The mobile service switching centre is a switching centre for services between radio subnetworks.
The MSC is the combination of the RFC and RFS functional groups.

2.12 HLR (Home Location Register)

The home location register is a dynamic database service which tracks the mohility of radios
associated with a particular radio subnetwork, that roam to other radio subnetworks.

2,13 VLR (Vistor Location Register)

The vidgtor location register is a dynamic database service which tracks the mobility of roaming
radios which enter a radio subnetwork, but that are associated with a different radio subnetwork.

2.14 RFG (Radio Frequency Gateway)

The radio frequency gateway functional group functions include direct interface with any/al end
systems with the exception of the CONsole (where the end syssem may be an RFG into another radio
subsystem), and any trandation of command signalling between the end system/user and the RFC.
The RFG functions further include any trandation of end system/user payload between the user and
the RFS. The RFG aso includes interface between VLRs, HLRs, and MSCs between RF

subsystems.

3 Signalling description

31 Data units

Information is transmitted over the air, using the Common Air Interface (CAI), in data units. There
are five types of data units defined for voice channel operation, one type of data unit for data
packets, and one type of data unit for control functions.

3.1.1 Voice data units

Voice information is transferred in a sequence of Logical Link Data Units (LDUs), each convey

180 ms of voice information. There are two kinds of LDUs, denoted as LDU1 and LDU?2. Each
LDU conveys additiona embedded information, which includes a link control word, an encipherment
synchronization word, and low-speed data. LDU1 conveys the link control word. LDU2 conveys the
encipherment synchronization word. Both LDU1 and LDU2 convey low-speed data

Voice information in the LDUs is conveyed as nine frames of vocoder information, with each frame
containing 20 ms of digitized voice information.

The LDUs are paired into superframes of 360 ms. Each superframe has an LDU1 and an LDU2. The
last superframe of a voice transmission may terminate after LDU], if the transmission ends before
the LDU2 portion of the superframe has begun. Since LDU2 is present in each superframe (except
possibly the last one), it is possible for the transmission recipient to synchronize decipherment in the
middle of the transmission, and begin receiving a voice transmisson on a superframe boundary.
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Voice transmission begins with a header data unit, which conveys the synchronization of the
encipherment algorithm. This alows voice information in LDU1 of the first superframe to be

deciphered. The header data unit takes 82.5 ms to transmit.

Voice transmisson terminates with one of two types of terminator data units. A smple terminator is
a short word, 15 ms in duration, signifying the end of a transmission. A terminator with link control
conveys a link control word for supervisory functions when terminating a transmission. A terminator

with link control is 45 ms in duration.

3.1.2 Packet data unit

A packet data unit conveys genera purpose data information. A packet data unit is split into blocks
of information. The first block conveys addressing and service information, and is designated as a
header block. Subsequent blocks are designated as data blocks. The length of the data packet is
contained in the header block.

Each block is protected with either a rate 1/2 trellis code, or a rate 3/4 trellis code. The rate 1/2
trellis code encodes 12 octets of information into’exactly 196 bits. The rate 3/4 trellis code encodes
18 octets of information into exactly 196 bits. A header block always uses the rate 1/2 trelis code.
Data blocks use a rate 1/2 trellis code for unconfirmed delivery data packets, and a rate 3/4 trellis
code for confirmed delivery data packets. The type of data packet (confirmed or unconfirmed) is
indicated in the header block.

3.1.3 Control data unit

A specid short data packet is defined for control functions. It consists of a single block protected
with the rate 1/2 trellis code defined for the packet data unit. It requires 37.5 ms of air time to

transmit.

3.2 Media access control

Data units are transmitted over the air preceded by a short burst of frame synchronization and
network identity. The frame synchronization is exactly 48 bits, 5 ms in duration. The network
identity is a 64 bit codeword. These adlow the recipient of the transmission to determine the
beginning of the message, and to distinguish traffic on the proper radio system from interference or
co-channel traffic on nearby systems. The network identifier aso contains a data unit identifier which
identifies among the seven possible data units.

Channel access is controlled with status symbols which are periodically interleaved throughout
transmissions. Each status symbol is two bits, transmitted after every 70 bits within a data unit. This
spaces the status symbols exactly 7.5 ms apart. The 7.5 ms interval is designated as a microdot time
interval. If a data unit happens to end before a microdot boundary, then additiona null bits are
inserted to pad the transmission to the next microdot boundary.

An RF subsystem indicates activity on an inbound channel by setting the status symbols on the
corresponding outbound channel to a “busy” state. Radios wishing to access the inbound channel are
inhibited from transmission when the status symbols indicate "busy". When status symbols indicate
“idle’, they may transmit. A third state, indicating “unknown” is used for dotting status symbals.

4 Operational characterigtics

Operation over the CAl is dependent on mode, i.e., whether the message is voice or data, and
whether the system is trunked or non-trunked. In genera, trunked operation requires radios to
request service on a control channel using a control data unit. The RF subsystem then assigns the
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radio to a working channel for further operations. After the operations are complete on the working
channel, the call is cleared for assignment of the channd to other calls. Operation in a non-trunked

system does not have the service request phase and the call clearing phase.

41 Voice transmit operation

Operation of a transmitter for voice messages has three main cases, with severa options and
variations of each case. The three main cases consist of Routine Group Cdls, Emergency Group
Calls, and Individua Calls.

4.1.1 Controls. A transmitter may have several controls which affect transmit operations. Controls
aufficient for a radio to support dl of the cal types are defined below. These controls are:

PTT switch — A Push-To-Tak switch is activated when an operator wishes to transmit, and released
when a transmission is finished.

Channedl sdector — The channel selector is a switch or control that alows the operator of a radio to
select a radio’s operational parameters. The operationa parameters that can be selected include the
following items:

1) Transmit frequency.

2) Transmit Network Access Code.

3) Tak Group.

4) Other parameters for setting the vocoder and encipherment functions. For example, the
enciphering key variable may be sdected.

Emergency switch — The Emergency switch is asserted by a radio operator for emergency calling.

Once this switch is asserted, the emergency condition remains asserted until it is cleared by a

different means, e.g. turning the radio off. '

Numeric keypad/display — This dlows a radio operator to set numeric vaues. This is most useful
for individua calls.

4.1.2 Cdl types. The different types of cals are defined as follows:

Routine group call = This is a transmission that is intended for a group of users in a radio system.
Typicdly, it is the type of cal that is made most often. These cdls are typicdly made when the PTT

switch is asserted.

Emergency group cal - This is a transmission that is intended for a group of usersin aradio
system, during an emergency condition. The definition of an emergency condition depends on a
system’s operators, but it typicaly signifies an exceptional condition with more urgency. These calls
are typically made after the emergency switch is asserted.

Individual call = Thisis a transmission which is addressed to a specific individua radio. The
individual radio’s address to which the call is directed is caled the destination address. These cdls
are typicaly made after the destination address is entered into the radio.

4.1.3 Procedures. The procedures for each of these calls in the transmitter are based on the
~ procedure for the Routine Group Call. Consequently, that type of cal is described first, and then the
other types of calls are described.
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Routine group call procedure

1)
2)

3)

4)

5)

6)

7)

PTT. The radio operator asserts the PTT switch.

Pre-transmit. The radio selects the channel parameters as determined by the channd sdlector
switch. The radio may check the status symbals, if present, to determine if the channel is
busy or idle. If busy, it may optionaly hold off the activation of the transmitter until the
channdl isidle. If the status symbols are not checked, or if the channd is idle, then the radio
smply keys the transmitter on the transmit frequency. The radio adso activates the voice
encoder. The radio aso activates the encipherment function, if present.

Header Data Unit. The radio transmits the Header Data Unit with the following selected -
information fields.

— Network Access Code as determined by the channel sdlector switch.

- Manufacturer’s 1D.

- Message Indicator, Algorithm ID, and Key ID are determined by the encipherment
function.

-~ Tdk Group/Individua 1D is determined by the channel selector switch, as appropriate.

Format selection. The following recurrent voice message parameters are set:
- Network Access Code as determined by the channel sdlector switch.

Manufacturer’s ID.

— Emergency hit is set to indicate routine operation.

— Tdk Group/Individua ID is determined by the channel selector switch, as appropriate.
— Source ID is et to the unit ID of the radio.

— Message Indicator, Algorithm ID, and Key ID are determined by the encipherment
function.
Transmission. The voice link data units, LDU1 and LDUZ2, are sent with the message
parameters set above in step 4. The information contents of the Link Control word is
enciphered if specified by the encipherment function. Link Control shal only be enciphered if
the voice frames are aso enciphered. Transmission is sustained until the PTT switch is
released.
End of Transmisson. Transmission terminates when the PTT switch is released, or some
other event forces a dekey, and the transmission has reached the end of an LDU. The radio
terminates the voice encoder. Then the radio sends a terminator data unit. A radio adways
sends the smple terminator, consisting of frame synchronization and the Network ID word.
After termination, the radio notifies the encipherment function to terminate, as defined in the
encipherment protocol.

Dekey. The radio ceases transmission.

Emergency group call procedure

1

2)

Emergency ditch. The radio operator asserts the emergency switch. This sets the
emergency condition until it is cleared by some other action, e.g., turning the radio off.

Group Cdls. Activation of the PTT switch now initiates cals that are very much like the
Routine Group Cdl described above. The only difference in procedure is that the Emergency
bit is asserted to indicate an emergency condition. Group cals can be made repeatedly, and
each group call will indicate the emergency condition.
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3) Emergency termination. The emergency condition is cleared by turning the radio off. When
the radio is turned on, the emergency condition is cleared and Routine Group Calls are made
after PTT assertion. In addition to this method, other methods of termination may aso be

available.

Individual call procedure

1) Select Called Party. The unit ID of the individua radio to be called can be entered into the
radio via a keypad or by some other means. This becomes the destination ID of the call.

2) Make the call. The procedure for group cals is followed, with the following exceptions:
1) The Tak Group ID in the Header Data Unit is cleared to the null talk group (0000).

i) The Link Control field is formatted with the individud call format, containing the source
ID and degtination ID of the call.

42 Voice receive operation

The operation of a receiver for voice messages conssts of three main cases, with variations that
depend on the transmitter’s operation. The three main cases are caled Squelch conditions in this
-document. They are: Monitor, Norma Squelch and Selective Squelch.

As in the case of the transmitter, receiver operation will be affected by the channd selector switch.
This switch can select:

1) Recelve frequency.

2) Receiver ~etwork Access Code.

3) Tak Group.
4) Other parameters for setting the vocoder and encipherment functions. The encipherment
function is particularly significant to the receiver.

An additional radio control which can affect a recelver is the monitor switch. This switch allows the
operator of a radio to disable any selective squelch of the recelver so that an operator can hear any
sgn of voice activity. This can be useful for avoiding collisions on non-trunked channels between

voice users.
The types of squelch operation described are defined as follows:

Monitor — This enables t:e receiver to unmute on any recognizable voice signal. Selective muting
based on the network a:. :ss code, talk group ID, or unit address is not performed. This is analogous
to monitor mode in analugue receivers. This is normally activated with a monitor switch.

Normal sguelch — This enables the receiver to unmute on any voice signal which has the correct
network access code. Voice messages from co-channel users which 2. using different network
access codes will be muted.

Selective squelch — This mutes al voice traffic except that which is expiicitly addressed to the radio.
Messages which contain the talk group or unit address of the receiver, as well as the network access
code, will be received.
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ANNEX 4

General description of the IDRA System

1 Introduction

The IDRA System has been developed for use mainly in business-oriented mobile communications
applications. Both voice and data communications in the IDRA System offer inter-mobile
communications in a single cell and inter-mobile communications between cells, as well as
communications between a PSTN user and a mobile subscriber to the IDRA. The IDRA System
satisfies the following three fundamental specifications:

1) Voice only.
2) Voice and data (Circuit mode data, short message mode data, and packet mode data).
3) Data only (Circuit mode data, short message mode data, and packet mode data).

2 Services

21 Teleservices

Clear speech or enciphered speech in each of the following:
Individual cal (point-to-point).

- Group cal (point-to-multipoint).

- Broadcast cal (point-to-multipoint, one way).

- Full-duplex interconnect call.
Full-duplex dispatch cal (option).

22 Bearer services
Individual cdl, group cal, and broadcast call for each of the following:
Circuit mode protected data 3.044 and 4.8 kbit/slot.
Circuit mode non-protected data 7.466 kbit/slot.
Packet connection-less data.
Packet connection-oriented (option).

23 Supplementary services

Telephone type supplementary services:

- Call completion to busy/no-reply subscriber.
Cal barring incoming/outgoing call.
Calling line identity presentation.
Calling line identity restriction.
Voice operation guide (option).
List search call (option).
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Call waiting.
- Advice of charge (option).
- Short message service (option).
- Call traffic monitor.
- Cal monitor with late entry.
- Priority call.
Conference cdl (option).
Area sdlection.
- Subgrouping Call.
Network access supplementary services:
Multiple-zone access.
PSTN/PSDN access.

24 Security aspects

Specia security aspects are not specified, but the system provides a high level of security with
authentification and identification.

Authentification

During power up, mobile origination, mobile termination, location updating, supplementary service,
and/or short message service.

I dentification
By individua identification and/or temporary identification.

3 Overview of the system

The network approach showing the mgjor architectura components of the system is shown in
Figure 9.

4 System specifications
Refer to Table 1.

41 Logical channels

The following logical channels are defined:
Broadcast Control Channel (BCCH).

. Common Control Channel (CCCH).

- Associated Control Channel (ACCH).
Traffic Channdl (TCH).
Packet Channel (PCH).

- Sot Information Channel (SICH).
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- Random Access Channel (RACH).

- Temporary Control Channel (TCCH).
- Dedicated Control Channel (DCCH).
- Radio Control Channel (RCCH).

42 TDMA frame sructure

The basic frame is prescribed a six dots. The corresponding outbound and inbound frames make a
pair. The frame offset, the outbound frame delay relative to the inbound frame, is 70.955 ms.

Conversdly, the inbound frame delay, relative to the outbound frame (referred to as transmit-receive
offset) can be caculated by the formula, (frame length)-(frame offset). Accordingly, transmit-receive
offset is19.045 ms. Figure 10 shows the genera frame structure of the IDRA System.

43 Traffic channels

431 Speech traffic channes

The speech codec for voice communication services, including error correction and error detection
mechanisms, has not been defined in the ARIB standard. However, the ARIB defined the frame
structure of the voice channel to have 90 ms speech frames comprised of a total of 672 bits,
including the additional bits for error correction. The system operator is free to choose the codec bit
rate and error control scheme up to a total of 7.467 kbit/s.

4.3.2 Data traffic channds
A circuit data protocol is available for circuit data applications. The circuit-switched data protocol
offers a full-duplex packet stream. ‘

Packet data transmission is a planned feature of the IDRA. Airtime for packet transmission is
dynamically alocated to the user devices according to their instantaneous communication need. The
packet data protocol is planned to allow an auto-bauding capability so that different net burst
transfer rates will be available to the user.

5 Operational characteristics

51 Location updating and roaming

5.1.1 Roaming

Roaming, which enables automatic switching of the infrastructure when a Mobile Station (MS)
moves into a different location areq, is possible between IDRA Systems.

5.1.2 Location updating (option)

The IDRA System tracks an individual MS's location to alow the MS to move freely throughout the
system and receive or originate calls. Location areas, which are composed of one or more stes, are
used to define geographical areas in the system. The mobile terminal must report its position each
time it moves between location aress.
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5.1.3 Handover (option)

The IDRA supports handover between zones and between systems. Handover alows for maintaining
the link quality for user connections, minimizing interference, and managing traffic distributions.

52 Communication protocols

The communication protocols of the IDRA are layered according to the OSI moded as shown in
Figure 11. However, it does not strictly match the standard model because press-to-talk
communication is the basic operation, o a protocol providing a faster response is required.
The layers are subdivided as shown below:

Layer 1: This layer specifies the physical structure of the channel. (Basic dot format, subslot
format, etc.).

- Layer 2: This layer specifies communication control between the MS and the infrastructure
such as random access control, polling control and time aignment control.

Layer 3: This layer performs as a network layer and is divided into the following three
sublayers:
— Connection Management (CM)
Call set-up, Cal management/control, Call clear down, etc.
- Mohility Management (MM, option)
Location Registration, Authentication, etc.
- Radio Resource Management (RR, option)
Cdl sdection, channel assignment, handover, etc.

53 Call set-up

5.3.1 Broadcast phase
The base station is continuoudy transmitting the following control and identification information:

Control channd information (e.g. physical structures of control channel for system
identification and call set-up).

- System information (e.g. types of communication services and protocols which IDRA can
provide).
Restriction information (e.g. types of communication services and protocols which IDRA
now restricts).

- System structure information (e.g. location area and target cell information; optional).

5.3.2 Set-up

Necessary information is exchanged between the infrastructure and MS. The elements of the mobile
procedures are:

- Wake up (if in battery saving mode).

Receive the control channel.
- Exchange the necessary information for call set-up.
- Receive the traffic channdl.
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- Transfer traffic information (voice or data).
- Registration and authentication (option).

5.3.3 Call clear down
The following six procedures are available for cal clear down:
- The MS and the infrastructure clear down when the time limit for communication is reached.
- The infrastructure clears down when the time limit for no response is reached.
- The infrastructure clears down when the time limit for no communication is reached.
The MS clears down on detection of poor traffic conditions.

Clear down occurs on demand of disconnection from a mobile termina, a fixed terminal, or
a telephone on the PSTN.

- Disconnection from the base.

54 Connection restoration (option)

. MS knows where to monitor from information on Broadcast Control Channel.
. MS continuously measures parameters during call:

- C/(I+N).

- RSSI.

- Primary sewing channel.
. When MS detects trouble on primary server:

- MS sends in parameter samples.
- Base evauates potentid servers.
— Base assgns new server.

— MS switches to new server.
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Infrastructure

LR

Controller
-BSC
-GW
-XCDR

: Base Radio

: Base Site Controller

: Location Register

: Gate Way

: Speech Transcoder

: Network Management Unit

: Mobile Station

: Public Switched Telephone Network
: Public Switched Data Network

FIGURE 9
IDRA Network approach
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FIGURE 10
IDRA TDMA Frame sructure
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FIGURE11
Protocol stack
REFERENCE

ARIB (November, 1995) RCR STD-32A - Integrated Dispatch Radio System.
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ANNEXS

General description of the DIMRS System

1 Introduction

The Digita Integrated Mobile Radio System (DIMRS), using new digital technology, fully integrates
multiple services including, radio-telephone, paging and dispatch communications into a single
infrastructure. DIMRS caters both to users who require an integrated system with enhanced services
as well as users who cannot justify the use of a separate pager, cellular phone, dispatch radio and
data modem.

2 System services
The sarvices provided are:

Dispatch

1) Group call.
2) Private call.
3) Cadl dert.

4) Push-to-Talk (PTT) ID.
5) Landline to individua private call.
6) Selective “area’ caling.

I nterconnect

1) Interconnect with other switched networks.
2) Full-duplex operation.

3) Handover.

4) Custom calling features (call waiting, three party calling, DTMF access to services, cal
forwarding, busy transfer, no answer transfer, cal redtrictions, access to information
Services).

Roaming services

1) Intra-system roaming.
2) Inter-system roaming.
3) System-to-system  handover.
4) Inter-system calling features.

5) ' Registration/de-registration.
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Message paging

1) Paging.
2) Short message service.

Data communications
1) Circuit mode (protected).
2) Packet mode:

— with handshake;

— without handshake.

3 Authentication mechanism

DIMRS provides system security control with an authentication mechanism which may be invoked
prior to any chargeable service initiation.

Authentication is used to verify that a mobile station is registered in the system. It may take place
during the location updating, mobile origination, mobile termination, supplementary service, and
short message service procedures for an interconnect subscriber. For a dispatch only subscriber,
authentication will occur during power-up or when a subscriber crosses certain system boundaries

such as into another service provider's area.
Each Mobile Station (MS) user is assigned an individua 1D, referred to as an International Mobile

Subscriber Identity (IMSI), which is understood by both the dispatch and interconnect call
processing programmes. The system will validate the user IMSI each time an interconnect call

processing procedure is performed.

For interconnect cdl processing, a temporary ID, referred to as the Temporary Mobile Station
Identifier (TMS)), is used to identify the MS to the system. This minimizes broadcasting the IMSI

over the air.

4 Overview of the system

The network approach showing the magor architectural components of the system is shown in
Figure 12.
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FIGURE 12
DIMRS Network approach

5 System  specifications
Refer to Tablel.

5.1 Logical channds
The following logical channels are defined:

Sot Information Channe (SICH)
A broadcast channdl used for transmission of dot control information.
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Primary Control Channe (PCCH) comprising:
Broadcast Control Channel (BCCH).

- Common Control Channel (CCCH).

- Random Access Channed (RACH).

The PCCH is a multiple access channel used for Layer 3 control signdling between the fixed
network equipment and the mobile stations. Each cell has one PCCH.

Temporary control channd (TCCH)

A temporarily alocated multiple access channel used to provide a means for inbound random access
on a channel which is normally reserved access.

Dedicated control chann€d

Supports more extended Layer 3 control procedures which would be inefficient if conducted on the
PCCH.

Associated control channe (ACCH)

The ACCH provides a signalling path on the traffic channel. The main application of the ACCH is to
support whatever Layer 3 control signalling is required for traffic channel supervision. Bandwidth for

the ACCH is obtained by dynamically stealing on the TCH.

Traffic channd (TCH)
- Circuit-Switched Channels

These channels are used to trangport voice or circuit-switched data traffic.
- Packet-Switched Channd (PCH)

These channels will support packet-switched user data communications.

52 TDMA frame dructure

The DIMRS data stream structure, shown in Figure 13, has six dots per TDMA cycle. A frame
structure is further superimposed on this cyclical structure. Inbound and outbound frames consist of
30 240 dots, each 15 ms long. The duration of the frame is 453.6 seconds.

A hyperframe structure is also defined, in addition to the frame structure. A hyperframe comprises
256 frames, thus, it contains a total of 7 741 440 dots and has a duration of 116 121.6 seconds
(32 hours, 15 minutes, 2 1.6 seconds). The large number of dots in the hyperframe is useful for

implementing encryption.
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I TDMA cycle = 6 timeslots (=90ms)
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FIGURE 13
DIMRS Frame dructure

53 Traffic channels

5.3.1 Speech traffic channes

The speech coding technology used is Vector Sum Excited Linear Prediction (VSELP). Acceptable
quality is maintained at channel bit error ratios as high as 4-5% in Rayleigh fading, or 10% in tatic
conditions. Error correction is redized through a variable rate strategy whereby the uncoded and
trellis-coded 16 QAM mcdulations are applied selectively to speech bits in accordance with their

perceptual significance.

5.3.2 Data traffic channds

A circuit data protocol is available for circuit data applications such as laptop or pamtop computers,
fax and image processing, and file transfer applications. The circuit-switched data protocol offers a
full-duplex packet stream with a single rate of 7.2 kbit/s (six users per RF carrier). This includes
forward error correction coding and selective re-transmission of non-correctable blocks.

Allowance has been made for packet data in DIMRS. Bandwidth will be dynamically adjusted to
accommodate demand.
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6 Operational characteristics

61 Location updating and roaming

6.1.1 Intra-sysem roaming

DIMRS tracks a unit’s location so that calls can be routed to it. Both the dispatch and interconnect
calls require the current location of an MS. The DIMRS system will utilize a Location Area (LA).
The unique identity of a location area is conveyed via cyclic broadcast on the primary control
channel. The mobile monitors the preferred primary control channel and issues a location update
request when it finds its location area is no longer supported. The location update request is sent to
the Vigtor Location Register (VLR) that holds the current location of MS units operating in that

system.

6.1.2 Inter-system roaming

The ability to travel freely throughout the single service area and originate or receive cals without
regard to current location can be extended to allow MS's to travel from one service area to another.
A single service area can consist of multiple cells covering a large geographica area (e.g. entire
metropolitan areq). Alternatively, it may be-necessary or desirable to subdivide it into multiple
service aress, because of RF coverage gaps, management, or regulatory issues.

6.1.3 System-to-system handover

DIMRS supports handover between cells, between Location Aress, and between systems. Handover
alows for maintaining the link quality for user connections, minimizing interference, and managing
traffic distributions. The inter-system handover is facilitated in the MS's switch.

6.1.4 Inter-system calling features
The MS's in the DIMRS can achieve inter-operability between any system configurations.

6.2 Communication protocols

The communication protocols are layered according to the Open Systems Interconnection (OSl)
reference  moddl.

6.3 Operation

6.3.1 Digpatch call operation
1) A digpatch call is requested via PTT activation.

The call request packet is routed to the Dispatch Application Processor (DAP).

The DAP recognizes the MS unit’s group affiliation and tracks the group members current location

area.

2) The DAP sends location requests to each group member’s location area to obtain current
sector/cell location.

3) The MS units in the group respond with current sector/cell location.

4) The DAP ingructs the originating EBTS with packet routing information for all group
members.
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5) Cdl voice packets are received by the Packet Duplicator (PD), replicated, and distributed to
the group’s end nodes.

6.3.2 Telephone interconnect operation

A Call initiation — Inbound

1) Random Access Procedure (RAP) on primary control channel.
2) Get dedicated control channel assigned.

3) Authentication (optiond).

4) Call setup transaction.

5) Get assigned to a traffic channel.

6) Talk.

7 Call termination request on associated control channel.

8) Channel  released.

B Call initiation — Outbound
1) Page MS on primary control channel.
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WinAPRS™

Windows Automatic Position Reporting System

A Windows™ Version of APRS™

Mark Sproul, KB2ICl Keith Sproul, WU2Z
sproul@ap.org ksproul@noc.rutgers.edu
Abstract

WInAPRS is a Windows version of the popular APRS, Automatic Position Reporting
System. WInAPRS is fully compatible with APRS ™, The DOS version, and
MacAPRS™, the Macintosh version. Due to the larger amounts of memory available in
the Windows operating system, WIinAPRS, just like MacAPRS has many additional
features not available in the DOS version.

WinAPRS

WInAPRS is growing rapidly. Just like APRS and MacAPRS, the users are finding
more and more things to do with this technology. We (Bob Bruninga and the Sproul
Brothers)are committed to keeping the on-air protocols the same and are working with
many different groups to expand and add many different capabilities to the APRS
group of programs. One of the recent developments along these lines is a large
interest from several National Weather Service groups across the country.

WInAPRS uses the exact same map files as MacAPRS, and will also use the map files
from DOS APRS. Most of the source code of WIinAPRS is the exact same code as
MacAPRS, so it has been around for a few years, and has been thoroughly tested.
See the discussion below about the development system used for

MacAPRS/WinAPRS.

WInAPRS is a full Windows-95 32-bit application that follows the Windows User
Interface Guidelines. It runs under Windows-95 and Windows-NT, and will run under
Windows 3.1 and 3.1 .1 if you have the Win32 DLLs installed that allow Win95
applications to run under the older versions of Windows.



History of APRS
1992

APRS™ was first introduced by Bob Bruninga, WB4APR, in the fall of 1992 at the ARRL
Computer Networking Conference in Teaneck, New Jersey. [I]. We, (Mark and Keith)
were at this conference and saw Bob’s program. Keith commented that he wanted to
do some of this, but when we asked how much a GPS (Global Positioning Unit) cost,
we got an answer of $3000!. We decided to wait.

1993

APRS started gaining popularity. There were several articles in different magazines
and many new uses for this growing technology. The article that caught a lot of
attention was about using APRS to track the football from the Naval Academy to the

Army-Navy game in Philadelphia. [2]

1994

In the fall of 1993, just about a year later, Keith started working on MacAPRS. [3] He
contacted Bob Bruninga in February of 1994 and went to see him, with a working
version of APRS that ran on a Macintosh. This version had many enhancements over
the basic APRS features, including Call sign look-up from CD-ROM, and multiple maps

open at the same time.

When Bob introduced APRS, all of his maps were made by hand! Keith, having had
experience in college doing Cartography programming, refused to do maps by hand
and did all of the maps for MacAPRS using USGS (US Geological Survey) map data,
available on CD-ROM. Soon after Keith’s visit to Bob, he started using the USGS CDs

too. This improved the map quality greatly.

1995

By this time, APRS, and MacAPRS were becoming very popular and the uses of this
technology had expanded much beyond the original concepts. The APRS programs
have been used for Fox Hunting, Balloon Tracking, Weather Networks, DX Cluster

monitoring, and many other applications. [4] [5]

At the Dayton Hamvention in April of 1995 Mark and Keith presented more and more
of the fancy capabilities of MacAPRS. During 1995, we were invited to .give talks at
other hamfests and clubs in the New York/New Jersey/Connecticut area. During this
time, one of the more common questions was "... do you have a WINDOWS version?...”

One of the more ‘popular’ features was the fact that MacAPRS did not really have any
limitation as to the number of points that could be in a map. The DOS version, which
when it first came out, was limited to 1,500 points had been upgraded so that it could
handle 3,000 points, But the typical MacAPRS maps STARTED at 10,000 points, with
some maps as large as 300,000 points. Other features that people were interested in
that were not in the DOS version were the interface to the many different types of call-
sign databases on CD-ROM.
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At the Dayton Hamfest, we started getting more and more pressure from the Ham
Radio community to do a Windows version. This PRESSURE got really severe at the

ARRL DCC in Arlington, Texas.

When Keith got back from the ARRL DCC in Texas, we had long talks about doing a
Windows version. Mark made the comment:

"I have never had so much peer pressure in all of my life..."

At this time, several critical items came together. CodeWarrior, the development
system that the Sproul brothers used for MacAPRS came out with support for
developing Windows programs on the Macintosh. Mark Sproul, who is porting
MacAPRS to Windows finally succumbed to the pressure from APRS users. When
these things happened, we determined that it was realistic to port the already
developed Macintosh code to Windows and decided to do a Windows version of
APRS. On September 15th, Keith went to down to see Bob Bruninga to discuss doing
a Windows version. On September 16th, the following announcement was put up on

the Internet:

MacAPRS™ for Windows
(WIinAPRS™)
Automatic Position Reporting System for Windows

September 16, 1995
NORTH BRUNSWICK, NJ: Mark Sproul (KB2ICI) and Keith Sproul (WU2Z) authors of

MacAPRS™, the Macintosh version of Bob Bruninga’s (WB4APR) popular packet radio
mapping system announced today that they will be porting their Macintosh version to
Windows. This will be the official version and has the backing of Mr. Bruninga. The:
current plans are for beta release by Christmas 1995 and for the final release to be at
the Dayton Hamvention in May of 1996.

APRS is a multi-faceted system used primarily within Amateur Radio for tracking many
different types of things. APRS is used for tracking Weather, for tracking moving cars.
boats, weather balloons, and many other things. It can also be used as Graphics
lInformation System for many different aspects of Amateur Radio.

“The original version of APRS was developed by Bob Bruninga, WB4APR, to run undel
DOS and was introduced at the 1992 ARRL Computer Networking Conferences.
MacAPRS was released at the Dayton Hamvention in 1994.

“The Macintosh version is written entirely in C and will port easily to Windows. Keith
and Bob have worked hard at keeping the two versions compatible and by using all of
the C code already developed for the Macintosh version, it will ensure complete
compatibility on the Windows version. In addition, the two versions will use the exact
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same map file format so all of the wonderful maps that the Mac users have will be
immediately usable by the Windows version.

\Nhen asked about future plans, Mark said, “When we finish with the Windows version,
e are planning on doing an X-Windows version as well."




October 14, 1995

One day less than one month after deciding to do WinAPRS, we had the maps
drawing on a Windows computer and put screen-dumps of these maps up on the Web
for all to see.

- MacAPRS - [Texas] h
=] File_ Edit__Settings Map Dispglay ‘Window 7
o [ e wy ) i

W f6

December 22, 1995

As promised in the original announcement, we released WIinAPRS before Christmas.
This release was to about 20 people.

January 28, 1996

We released a public beta version to the ham radio community. We showed WIinAPRS
publicly for the first time at the Wharton Hamfest near Chicago, lllinois.

May 1996

Again, as promised in the original announcement, We released WinAPRS version
1 .0.0 at Dayton Hamfest 1996! This release had more features in it than we originally
expected to have done at this time.
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Development System of WinAPRS and MacAPRS

METROWORKS CODE WARRIOR
The Development system that we have been using for MacAPRS is Code Warrior by

Metroworks. This development environment is a full C/C++ development system for
the Macintosh. MacAPRS was written entirely in straight ‘C’, with no C++ at all.

In September 1995, Metroworks added the capability to compile code and create
executable files for the Intel processors. You still have to write the code for the
operating system that you want, i.e. it will NOT take the Macintosh program and simply
re-compile it for Windows. You MUST write Windows code for the Windows
applications and Macintosh code for the Macintosh applications. However, the
routines that are not machine dependent end up being exactly the same.

What we have for done for the MacAPRS/WInAPRS system is to create two different
applications that use most of the same code. For example, doing the math for drawing
maps from a map file is the same no matter what platform it is on. Similarly, decoding
data from a TNC is the same, etc. The source code that is different mostly involves the

user interface.

All of the source code is written on the Macintosh. It is then compiled on the Mac. Then
the executable file is transferred via TCP/IP-EtherNet to the Windows computer. The
Code runs on the Intel processor, but the source-level debugging is done on the
Macintosh via the network.

The source code for the entire MacAPRS/WInAPRS project is written with what is
called CONDITIONAL COMPILE flags. This means that a specific section of source
code may or may-not get compiled, depending on what flags are set. We have
Macintosh Flags, Windows Flags, and several other internal flags. The objective of the
system is to have as much of the code to be common, i.e. compiled in ALL cases, and
as little as possible to be specialized code, i.e. compiled ONLY for Mac, or ONLY for
Windows. By doing this, we have a much easier system to maintain, and a much more
compatible system across different platforms

X-APRS, APRS for X-Windows (UNIX)

At the Dayton Hamfest in May, we had a SUN workstation running a very preliminary
version of X-APRS (X-Windows is the Graphical User Interface for UNIX computers).
This too is being done with the conditional compiles described above. Doing the
development this way allows us to use code that has been around a long time that has
been fully tested, thus speeding up development time. We hope to have X-APRS out

sometime next year. (1997)

FUTURE

APRS, MacAPRS, WIinAPRS and X-APRS are continuing to evolve. These programs
have proven themselves to be useful in many more applications than originally
imagined. This type of system is a system that takes full advantage of the technology
available only in portable radio communications and cannot be replaced with the

Internet.
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Automatic Radio Direction Finding
Using MacAPRS™ & WinAPRS™

Automatic Position Reporting System

Keith Sproul, WU2Z
ksproul@noc.rutgers.edu
http://aprs.rutgers.edu/APRS/

Abstract

Radio Direction Finding has been around for almost as long as radio itself. Doppler-
based RDF systems have been around for quite awhile too. In the recent past, people
have developed computer interfaces to Doppler-based RDF systems. APRS has the
ability to display the RDF information on maps, giving the user a graphical way to view
the RDF patterns.

Over the last few years, the call sign databases available on CD-ROM from several
companies have become more and more sophisticated. There are also databases of
commercial frequencies and locations available.

Most of us involved in Amateur Radio have experienced situations where we need to
track down the cause of an unwanted radio signal, i.e. stuck microphone, improperly
tuned equipment, or even a jammer.

With all of the available technology, we should be able to develop a system that zeros
in on a location and automatically shows us the possible transmitters in the area.

Computerized Radio Direction Finding

Doppler RDF units have been around for many years. Several years ago, people
started trying to get the output of these RDF units to feed directly into a computer. One
of the early versions of this was simply a method for reading the status of the LEDs on
the RDF unit via a computer. interface. Later on, these interfaces became more
sophisticated. The current RDF units have serial ports that report not only the direction,
but also signal strength indicators. The direction vectors are also reported in much
higher accuracy resolution.

This year at the Dayton Hamfest, Agrelo Engineering introduced the DFjr. This unit is a
complete computerized RDF unit. During the development of this unit, Agrelo worked
with the developers of APRS to ensure smooth operation of their unit and the APRS

software.

The ‘normal’ mode of operation of the DFjr is to have it in a car for doing RDF work.
However, this unit also can be configured to be hooked up to a TNC so that each time
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it hears a signal on the frequency it is monitoring, it will trans:it the RDF information
over Packet, using APRS protocols.

ey 5 1

: % ,, ,
F Unit

Agrelo DFjr, Computerized Doppler RD
Computerized RDF and APRS

APRS will take the output of the RDF units and display the information on any of the
APRS maps. This gives you a geographical representation of the RDF data. If you

have more than one RDF/APRS station participating, then you can get real-time

intercept vectors. The first picture below shows WIinAPRS and the vectors from a DFjr
The second picture below shows MacAPRS and two stations reporting RDF vectors.

@ N2AIG-7
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Combining RDF and Call-sign Databases

Once the RDF information lets you know the area of interest, you can find all of the
stations in the area with the help of the call-sign databases on CD-ROM. MacAPRS

and WIinAPRS can search through the database and show you all of the stations
located in that general area. This is done via a database containing the latitude /
longitude of all of the post offices in the US. Some of the CD-ROMs are starting to add
the Zip+4 lat/lon to their databases. The Buckmaster CD was the first to do this. (This,
alone, makes their CD one of the best available for this type of use).

The user can then search for all of the call signs reported to be in this area. The user
can select how big of an area to search. The initial search is done on the lat/lon of the
zipcode. This is done for speed. Then, once this group of data has been selected, it is
further enhanced using the Zip+4 data, if available. The chart below shows the

information obtained from the Buckmaster Hamecall CD.

The table below shows one page of approximately 110 people found within a 1 mile
radius of the intersection point shown above. Realize that this is the FIRST pass based

on the 5-digit zipcode. The table shows the actual distance from the intersection of the
RDF vectors to each station based on the its zip+4 lat/lon. If the CD-ROM database

you are using has the Zip+4 location data, you can double click on each one of the
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stations in the list and it will show you exactly where that person lives on the map.
(Within the accuracy of the Zip+4 system which is generally about 1/2 block).

= Selected Call Sign Lis

call !.C‘First Name !.ast Name Etreet Fltg §t ?ip DOB LLic Issue ‘Lic E)le. X typtherpist
KB?0AT N Jeffrey L Pul ten 4602 S170th Seattle WA 98188-3254 19341017 19910820 20010820 206 King | 0.2 .t
KB?0HL P Eric tl Emry 5565 S 152nd Apt 34Tukwila WA 98188-78 15 19690708 19930928 20030928 206 King | 1.3
KB?OTF P James L Quinton 3705 S 172nd Sea Tac WA 98188-3628 19490721 19920602 20020602 206 King 1 0.4
KB7RJUA T Steve P Olson 3749 S 194th Sea tac WA 98188-5360 197407 15 19921229 20021229 206 King 1 1.5
KB?RYJ P Howard T Mayhew Jr 15325 Sunwocd B lvd BAORi la WA 98188-5726 19410929 19940716 20030119 206 King | 0.3
KB?SAQ T Theresa A Kennedy 3714 S 152nd 27 Tukwila WA 98188 19580706 19930119 20030119 206 King 1 0.1
KB?TTM T Vaughan F Phi Ipot 4011 s 152 St Tukwila WA 98 188-223 1 192409 13 199304 13 20030413 206 King 1 1.1
KB?UFM T Zzita Joan Hal Istrom 17047 35th Ave S  Seatac WA 98188-3608 19330820 19930504 20030504 206 King | 0.4
KB?YTQ N Gregory S Berglund 3754 s 172nd Sea tac WA 98188-3627 19640501 19930921 20030921 206 King | 0.3
KC?AHT G Nancy B Schimmalman 645 S Center 260 Seattle WA 98188 195202 1s 19940104 20040104 206 King | 0.1
KC?AVUZ T Jason E Parvu 3738 S 164th Sea Tac WA 98 188-3040 197802 12 19940215 2004021s 206 King 1 0.5
KC?AZX T Margaret K Thomasson 16432 32nd Rue S  Seatac WA 98 188-302 1 19570805 19940222 20040222 206 King | 0.7
KC?RZY T Norma H Thomasson 16432 32nd St Sea tac WA 98188 19310214 19940222 20040222 206 King | 0.1
KC?BNS T Danice tl Fisher 17343 Hi | i tory Rd Seatac WA 98188-3651 19590727 19940329 20040329 206 King | 0.3
KC?COS T Sidney W Anderson 3408 S 175th Seattle WA 98 188-3662 1928 1125 19940531 20040531 206 King | 0.5
KC?DBN P Douglas W Hons 16037 45 Th Rue S Tukw ila WA 98188 19470825 19940705 20040705 206 King | 0.1
KC?FBP T James E Mitchell 17230 Mi | itary Rd Seattle WA 98 188-3648 197 103 18 19950505 20040817 206 King | 0.2
KC?HPH T Todd J Rogers 3054 S 150th Seattle WA 98188-2107 19830509 19941221 20041221 206 King | 1.4
KC?HUZ P Lloyd L Crab tree 18625 39th Rue S  Seatac WA 98188-500719351112 19950906 20041229 206 King | 1.1
KC?1G0 T Diosdado A HRlejo 3511 S 160th St B1 Seattle WA 98188-263419740 127 19950117 20050117 206 King | 0.7
KC?IGR P Tina M Patton 17341 32 Ave S A10Zeatac WA 98188-4436 19581029 19950201 20080117 206 King | 0.6
KC?IUC T tlichael S Ward 3200 S 176th St 4085eattle WA 98 188-4072 19670319 19950209 20080209 206 King | 0.7
KC?KLW T Binyamin ¥ Levine 16801 33rd Rve Sea Tac WA 98188-3132 19461105 19950425 20050425 206 King | 0.5
KC?LDN T Diane L De Meerleer 4024 F S 158th Seattle WA 98188 19480202 19950522 20050522 206 King | 0.1
KCPMFC T Quentin W Rapp 3806 S 179th St Seattle WA 98188-4167 19301015 19950714 20050714 206 King 1 0.7
KCMUG T Jana E Ward 3200 S 176th St 40%Beattle WA 98188-4072 19701208 19950819 20050819 206 King | 0.7

Conclusion

This kind of Geographical Information System has many potential uses within the ham-
radio community. This type of search is not limited to ham-radio databases only. There

are databases available that contain similar information about commercia
transmitters. These databases not only include latitude and longitude, but also actua

frequencies etc. Over a year ago, when | started doing demonstrations of this type of
capability, many people wanted to have it immediately. However, at that time, the

computerized RDF units where either done as build-it-yourself kits, or for the most part
were just not available. Now, with the DFjr from Agrelo Engineering, this type o
automatic RDF Unit is easily available and affordable. This type of technology wil

f
I

allow us to do semi-automatic Radio Direction Finding for such things as tracking

down interference problems etc.
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CIRCUS OF THE STARS

Michelle Toon, KC5CGH
Doctoral candidate in Information Science
University of North Texas in Denton

Abstract
A unique collaboration between diverse groups is proving that, in Waco, Texas, the sky’s the limit. Think
of the most unlikely pairings you can and you will most likely find them in this conglomeration of
interests. You will find Heart of Texas Amateur Radio Club (HOTARC) members dongside students in
grades K-6 attending Baylor University’s University for Y oung People. You will find astrology buffs and
members of the Baylor Amateur Radio Club (BARC), KC50JY. Y ou will find Eagle Scouts and members
of the Psychology and Sociology departments. You will find public school teachers and EMS Technicians.
The MBA and the PhD. You will find gimme caps and belt buckles adongside mortar boards and sensible
shoes. These unique collaborations are behind what is coming to be known as a “Circus of the Stars”
This paper describes some of the events leading up to the “circus’ coming to town and our plans for the
event itsdf.

Key Words
astronomy, collaboration, community projects, packet radio, radio telecommunications

Introduction
In the spring of 1993, after viewing a packet radio demonstration during a telecommunications class, |
went home wondering what this interesting technology was al about. | was thinking about it the next day
when | arived a work. | saw a computer technician who had something on his belt and asked him if he
had ever heard of “packet radio.” He pulled a laptop out of his bag, hooked up a few things, clicked a few
keys, and asked me if thiswas what | meant. The technician, Kenneth Ransom, NSVHO, became my
mentor on that day and we have been working together ever since. First, we created the Baylor
Educational Amateur Radio Service (B.E.A.R.S.) which we hope will become a clearinghouse of
information on using Amateur Radio in the classsoom. We are in the process of forming the Centrd Texas
Packet Educational Network. Six schools in the Centra Texas area are interested in becoming involved in
the Network. They are: China Spring Elementary School, Hillcrest Professional Devel opment School,
Parkdale Elementary School, Connally High School, LaVega High School, and Harker Heights
Elementary School. To attract more potential members, we decided to organize a summer event that we
have dubbed, “The Circus of the Stars”-“ Stars” for Space, Telecommunications, Amateur Radio, and
Schools, and “Circus’ for the circus we have created and the atmosphere surrounding it.

Project Description

In “The Circus of the Stars” we plan to assemble a diverse group of people from the Centra Texas area for
fun, learning, and partnership. We would use telescopes, binoculars and our eyes to enter the world of the
night sky, guided by amateur astronomers, scientists, teachers, children, parents, and our imaginations.
We would use radio communications, both voice and digital, to communicate anong three bases of
operations around the Waco area—two in the field and one at the campus of Hillcrest Professional
Development School, for the less adventurous or less able to negotiate the country footpaths. We would
use amateur televison to send from site to site our live reactions to what we see and do. We would send
digitd star maps to the stes to show them what to look for. All the while we would be forging
partnerships: The college professor and the 6-year-old; the mommy and the amateur astronomer; the
octogenarian CW operator and the 9-year-old’s little sister. These partnerships, more than stars, planets,
galaxies, or radio, are what this project is all about.
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Initial Stages

In the spring of 1996, | spoke to the Heart of Texas Amateur Radio Club (HOTARC) in Waco about my
research in usng Amateur Radio in education. My goa was to find at least eight potential mentors for the
six schools who had shown an interest in helping start a Centrd Texas Packet Educationa Network. The
HOTARC members were politely reserved at first as | began to explain some of the projects my colleagues
of the North Texas Packet Radio Group had come up with over the past 3 years. | told of a project where a
classroom sent out a CQ asking for people to send a square inch of dirt from their neighborhood. The idea
of the class being able to clam ownership of a square inch of property from around the world made the
HOTARC hams began to take notice. | could see nods of agreement as | explained the geographical,
scientific, language, and mathematical applications of packet radio in the classcoom. By the time | had
finished with my presentation, | could hear excited chatter. Folks who had been hams for years had
discovered a new application for their hobby. At least eight hams volunteered to be mentors or showed an
interest in helping in the schools. One of these hams, Steve Smith, KCSNGW, tried to contact me for
severa days after the HOTARC meeting. When we finally connected, Steve told me that he not only had
ham equipment, but was an amateur astronomer with severa telescopes. In addition, he worked with
Amateur Televison, of which | had heard but never seen. He volunteered to join me in some
demonstrations of Amateur Radio and | accepted.

| began thinking about how we could use Steve and his equipment to attract more interest in our Central
Texas Packet Educationad Network. Rick Strot, a lecturer in Curriculum and Instruction at Baylor,
approached me during this time. Rick works with Baylor's annua University for Young People
(UYP—described below). We had taked earlier in the year about doing a unit on radio for this summer’'s
UY P. Students entering grades 1-3 were to participate in a space program June 24-28 at Hillcrest
Professona Development School in Waco. The students would learn how astronauts are trained, how
spaceships are constructed, how astronomers study planets and stars. We decided to try for the night of
June 25. We could have a “star party” with telescopes and radios. What better place to use Steve's taent
and knowledge? | called Steve. He thought it was a great idea, just happened to be free that night, and so
the “circus’ was born. We would have three sites, connected by voice radio, packet, and Amateur TV.
Word spread, both by mouth and airwaves, and soon, we had areal circus on our hands. Each day
brought another group or expert who wanted to participate.

Description of Participants

Hillcrest Professional Development School (PDS) is a partnership between Waco Independent
School Didtrict and Baylor University School of Education. Many of our faculty members hold their
classes in this ungraded open environment. The Baylor Amateur Radio Club (BARC), KC50JY, has
a student membership of over 20 and almost as many faculty advisors. Its new hamshack, also the home
of B.E.A.R.S., houses many modes of communication and is the home of the BEARSGW packet
gateway we are in the process of constructing. The Heart of Texas Amateur Radio Club
(HOTARC) is a large radio club in the Central Texas area that takes its teaching role in the amateur radio
community very serioudy. One can see the HOTARC trailer at various community events in the Central
Texas area promoting Amateur Radio as a fun and interesting hobby. We asked Professor Adam’s
Baylor Astronomy Class to join in the fun, adding to the number of telescopes and to the number of
“experts’ available to answer our various questions. We figured that the more experts we had, the better
the project would be. That’s why we have invited the local amateur astronomers, led by local
stargazer, Paul Derrick. This would give the children an assortment of adults with whom they could
consult. We have invited Baylor Science Education Classes to take part. By coming out into the
field and working in a stuation like this first hand, future science educators would have a chance to
interact with their curriculum and their charges. Thisislifein the real world. Teacher s would have an
opportunity to interact with other subject matter experts (SMEs) in a nonthreatening Situation and would,
no doubt, benefit from the chance to interact with students in an amosphere of fun and excitement. Baylor
has an Eagle Scout troop that takes part in events and helps with setup and arrangements. Many of
these scouts have radio licenses so they are instrumental in keeping things running smoothly and are
always ready to help in case of emergency. Baylor's University for Young People (UYP) is now in
its thirteenth year. This commuter program, designed for gifted students, consists of two two-week
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sessions for students entering grades one through eight. Younger students participate in an
interdisciplinary, thematic curriculum that emphasizes problem-solving. Their classes are part of the
practicum program for educators seeking advanced training in working with gifted students. It is within
this thematic curriculum that our “circus’ would fit nicely. In addition to hams, astronomers, parents,
teachers, elementary students and college students, and media, we would involve others in the area. For
instance, we might invite a van-load of veterans from the loca VA hospita as well as those participating in
a loca day care program for the elderly.

Project Details
By way of preplanning, we would want to make sure that we and the students are familiar with the

congtellations that will be visble in the summer sky. These would include Leo the lion, Ursa Mgor (The
Big Dipper), Bootes the herdsman, the Diamond of Virgo, Scorpius the scorpion, Sagittarius the archer
and its teapot asterism, Lyrathe lyre, Aquilathe eagle, Cygnus the swan and the Milky Way (summer)
Triangle. Students would study charts of these congtdllations so that when they were in the field, they
would know what they were looking for. Jupiter and Saturn should both be visible. The children would
study these planets in the classsoom so that they might identify them in the field. Classroom descriptions
of the planets sizes, locations and characteristics would take on new meaning when the students view the
actual planets in the night sky.

Before participating in the field activities, students would discuss the various uses of the telescope. They
would understand the concepts of distance and magnification and be prepared for what they might expect
to see. They would also discuss astronomical distance and how light travels to the earth through space.

A gpace shuttle launching was planned for that day. It might be possible to see it pass over and hear the
radio broadcasts from the shuttle astronauts. Discussions of space travel would be an integral part of the
Space unit, including space suits, space foods, weightlessness, and other issues facing the astronauts. In
addition, radio in its various incarnations would be an important part of the unit. Students would learn
about some of the most popular formats-voice, packet, amateur-television, code-and would have a
chance to participate in several of these modes at the “circus.” They would dso learn that many of our
astronauts hold amateur radio licenses and often arrange contacts with the folks back on Earth.

An important part of any project involving community partners is making the connections. This has been
the easy part. Every time | talk to someone about our event, | get another group to add to the participants
list. To further publicize our event, we planned to advertise on the loca college channe in the form of an
electronic bulletin board notice. | would also post a bulletin to our loca packet BBS, WDSKAL. Word of
mouth would take care of the rest.

We planned to set up a two sites in the country, one belonging to Steve, the amateur astronomer without
whom this whole thing would not be possible, and one belonging to one of the participants in the UYP
unit. The third would be a the PDS. We would need to go to these sites and make sure they are safe, that
we can connect between them by voice and packet, and that we would not be compromising the sites by
our presence.

It would be important, as this project got bigger and more complex, that |, as the ringleader, try to keep
everyone informed as to any changesin plans, locations, or schedules. | would do this by any means
possible and these means could include e-mail, snail-mail, TV, packet, phone, voice, or CW. After the
event, we would compile a visua record of this event and make it available to those who participated.

Technologies Used
With the aid of telescopes and binoculars, we would view the stars, Jupiter and Saturn, the Moon, and,

maybe, the Space Shuttle. The details of this would be left to those who have promised to bring the
telescopes. We would use Voice Radio for communication among the three Sites to give progress reports
and tell kids at other sites where to look and what to look for. We would use Packet Radio
communications ahead of time to get the word out on loca BBS asking for participants and experts, to
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download star maps, and to download the space shuttle passby schedule. During the event itsalf, we
would use Packet to send digita drawings of constellations to other sites to see if they can find them, too.
The Amateur Televison Net would be taking place as we get our “circus’ underway. We would not only
get to see what is going on in the net, but we would also participate by sending video from ste to Site to
show what is happening a any given time. Later, we would make a tape from these broadcasts to

document the entire event.

Conclusion
It is easy to see why | dmost decided to change the name of this “circus’ to a “zoo.” The more time that
passed, the more frenzied it became. But, as quietly asit began, the “ Circus of the Stars” ended. Aswith
many plans that include Mother Nature, this project was not to be. At six o’'clock on the night of June 25, |
got a call from Steve Smith. The weather was cloudy and was expected to remain that way for the rest of
the week. By the time it cleared, UYP would be over. Was dl this planning and collaboration for nothing?
The UYPers did learn a lot about the sky and | learned how to plan a big event. The community learned
that there are many ways to collaborate. | talked to dl the parties involved and we agreed that we would try
to hold the event some time in the fall, when the weather cooled off and the viewing conditions were good.
I am in touch with dl concerned on a regular basis and we plan to make this an event to remember,
whenever it takes place. And when it does, it will truly be a night for Space, Telecommunications,
Amateur Radio, and Schools-A Circus of the Stars!
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13cm PSK transceiver for 1.2Mbit/s packet radio

Matjaz Vidmar, S53MV

1. Introduction

The choice of atransceiver design for high-speed packet radio is not simple. Is it better to use an
apparently smplier FM transceiver or to go for a more sophisticated PSK transceiver? Both choices have
their advantages and disadvantages and at this time it is difficult to predict which one will become more
practical. However, increasing the transmission speed both the signal bandwidth and the radio range need
to be considered.

Increasing the data speed beyond about 100kbit/s, the resulting signal bandwidth is only acceptable at
microwave frequencies. The transmitter power available at microwave frequencies is small and expensive.
Therefore the radio range becomes a limitation even for line-of-sight terrestrial packet-radio links. A PSK
transceiver with a coherent detector offers a radio range that is between 5dB and 15dB larger and a signal
bandwidth that is less than half when compared with a FM transceiver.

In packet radio the main problem of a PSK transceiver is the initial RX signal acquisition. The latter is a
function of the carrier frequency uncertainty. In a simple biphase PSK (BPSK) system with 0/1 80 degrees
modulation, the initial signal acquisition requires a complicated searching loop, if the frequency error
exceeds 10% of the bit rate. Quadriphase PSK (QPSK) alows a further halving of the signal bandwidth at
the expense of a much more sophisticated demodulator design and an even more critical initial signal
acquisition.

Therefore PSK becomes simple at high data rates. On the other hand, the signal acquisition of low-Earth
orbit amateur packet-radio satellites transmitting at only 1200bit/s PSK is very difficult. This unfortunate
PSK design made radio amateurs belive that PSK is not suitable for packet radio, being just an unnecessary
complication at low data rates like 1200bit/s.

In this article a successful 13cm BPSK transceiver design will be described. In the 13cm amateur band, the
sum of the frequency uncertainties of both receiver and transmitter is at least 1 0kHz using top quality
temperature-compensated xtal oscillators. A real-world figure is 1 00kHz frequency uncertainty that
requires a MINIMUM bit rate of about 1Mbit/s!

With the above restriction, a convenient choice is to use 1.2288Mbit/s for packet radio. This figure can
easily be obtained with standard baud-rate xtals, being the 32nd multiple of 38.4kbit/s or the 1024th
multiple of 1200bit/s. Of course the described transceiver can aso be used for other digital data
transmissions that require megabit rates, like compressed digital television transmission.

2.13c¢m PSK transceiver design

Since the abovementioned PSK modulation is relatively unknown to most radio amateurs, the 13cm PSK
transceiver block diagram will be discussed first. The same form of PSK modulation, namely O/l 80
degrees BPSK, allows many different transceiver concepts. For example, a PSK signa may be generated at
an IF frequency and then upconverted to the fina transmitter frequency. A PSK signal can aso be
generated directly at the final frequency and even &fter the trasmitter power amplifier. Finally, a PSK signal
can aso be fed through frequency multiplier stages, but here one should not forget that the PSK

modulation phase angles are multiplied by exactly the same factors as the carrier frequency.

A PSK demodulator may be coherent or non-coherent. A coherent PSK demodulator offers a larger radio
range, but requires a local carrier regeneration. A PSK signd is demodulated coherently by multiplication
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with the regenerated carrier in a balanced mixer. Carrier regeneration requires a nonlinear processing of the
PSK signal (in the case of BPSK this may be a frequency doubler) and a narrow bandpass filter (usualy in
the form of a phase-locked loop).

A PSK signal may be demodulated at a convenient IF frequency or directly at the receiver input frequency.
A PSK receiver can be designed as a direct-conversion receiver just like a SSB receiver. Carrier
regeneration may be performed by a squaring loop (frequency doubler) or by a Costas loop. Just like SSB,
all PSK demodulators are very sensitive to small carrier frequency inaccuracies.

The block diagram of the described 13cm PSK transceiver is shown on Fig. 1. The transmitter includes a
crystal oscillator followed by a multiplier chain. The PSK modulator - - balanced mixer operates at the
final transmitter frequency and generates the desired signal directly. Modem semiconductor devices
provide high gains per stage. The mixer is followed by just two amplifier stages at 2.36GHz to obtain about
0.5W of microwave power.

The receiver includes a double downconversion with the corresponding intermediate frequencies of
75MHz and 10MHz. The 10MHz coherent PSK demodulator is a squaring loop PLL. Although the
receiver and the transmitter circuits are ailmost completely independent, the 13cm PSK transceiver is
intended for standard CSMA (carrier-sense multiple access) simplex operation as usua for packet radio.
Therefore the transceiver includes a PIN antenna switch and al of the remaining RX/TX switching is
completely electronic as well. The RX/TX switching delay is in the range of 2ms and is mainly caused by
the turn-on delay of the transmitter crystal oscillator.

3. TX exciter S90MHz / +10dBm

The circuit diagram of the transmitter exciter is shown on Fig.2. The exciter includes a crystal oscillator
operating around 18.4MHz, followed by a multiplier chain. The exciter includes multiplier stages up to
590MHz. These are followed by additional multipliers located in the following module, the PSK
modulator, mainly because of the different construction technology. A PLL synthesizer is not
recommended in the exciter, since it was found difficult to isolate the PSK modulator from pulling the
VCO frequency.

The oscillator uses a fundamenta resonance crystal, since fundamental resonances have a lower Q than
overtone resonances. The turn-on delay of the transmitter crystal oscillator can be reduced in this way. The
transmitter crystal oscillator is turned off when receiving, since its fourth harmonic could disturb the first
IF a 75SMHz. For operation at 2360MHz, a “computer” crystal for 18.432MHz can be tuned to the desired
frequency with a series capacitive trimmer. Using different crystals for other frequencies, a series
inductivity L1 may be required in place of the capacitive trimmer.

The oscillator transistor is also used as the first multiplier, since the output circuit (L2 and L3) is tuned to
the fourth harmonic of the oscillator frequency. Three additional frequency-doubler stages are required to
obtain about 10mW at 590MHz. The first doubler stage uses air-wound, self-supporting coils L4 and L5,
while the remaining two doubler stages use “printed” inductors L6, L7, L8 and L9. The supply voltage for
the oscillator and the first doubler stage is stabilized by a 8V2 zener diode.

The transmitter exciter is built on a single-sided PCB with the dimensions of 40mmX120mm, as shown on
Fig.3. The PCB is made of 0.8mm thick glassfiber-epoxy laminate to shorten the wire leads of the
components and in this way reduce the parasitic inductivities. The component location of the transmitter
exciter is shown on Fig.4.

L2 and L3 have about 150nH each or 4 turns each of 0.25mm thick copper-enamelled wire. They are
wound on 36MHz (TV IF) coilformers with a central adjustable ferrite screw, plastic cap and

1 0mmX 1 Omm square shield. L4 and L5 are self-supporting coils with 4 turns each of Imm thick copper-
enamelled wire, wound on an internal diameter of 4mm. Finally, L6, L7, L8 and L9 are etched on the PCB.



The transmitter exciter is simply tuned for the maximum output power. The individua stages are tuned to
obtain the maximum drop of the DC voltage on the base of the next-stage transistor. Of course, the base
voltage has to be measured through a RF choke. The base voltage may become negative, but should not
exceed -1 V. Findly, the crystal oscillator is tuned to the desired frequency with the corresponding
capacitive trimmer (or L1).

4.2360MHz PSK modulator

The circuit diagram of the 2360MHz PSK modulator is shown on Fig.5. Except for the modulator
(balanced mixer) itself, the module includes the last frequency-doubler stage, bandpass filters for 590MHz,
1180MHz and 2360MHz and an output amplifier stage to boost the signal level to about 15mW. All of the
filters and other frequency-selective components are made as microstrip resonators on al.6mm thick
glassfiber-epoxy laminate FR4.

The input resonator (L 1) functions as an open circuit for the input frequency (590MHz) and as a short
circuit for the output frequency (1180MHz) of the frequency doubler. In this way the operation of the
doubler is less sensitive to the exact cable length and output impedance of the exciter. The output bandpass
(L3, L4, L5 and L6) should not only suppress the input frequency (590MHz) but aso its fourth harmonic
(2360MHz) that could disturb the symmetry of the balanced mixer resulting in an unsymmetrical, distorted
PSK.

A harmonic mixer with antiparallel diodes is used as the PSK modulator, since this circuit provides a
reasonable unwanted carrier suppression (25dB) without any specia tuning and without access to
expensive test equipment (spectrum analyzer). The harmonic mixer uses a quad schottky diode BAT14-
099R, since four diodes provide a higher output signal level than just two antiparallel diodes.

The mixer is followed by a bandpass filter for 2360MHz (L11, L12, L13 and L14) to remove the 1180MHz
driving signa and other unwanted mixing products far away from the 13cm frequency band. The generated
PSK signal at 2360MHz does not require any filtering itself. Since the 2360MHz signal level is low, about
0.3mW, a GaAs FET amplifier stage (CFY30) is used to raise the signa level to about 15mW.

The PSK modulator is built on a double-sided PCB with the dimensions of 40mmX120mm. Only the upper
side is shown on Fig.6, since the lower side functions as the microstrip groundplane and is not etched. The
PCB is made of 1.6mm thick glassfiber-epoxy laminate FR4, athogh this material has substantial RF
losses at 2.36GHz. The component location of the PSK modulator is shown on Fig.7 for both sides of the
PCB.

Although most of the transmission lines are etched on the PCB, L2, L9 and L 15 are air-wound quarter-
wavelength chokes. L2 is a quarter-wavelength choke for 1180MHz, L15 is a quarter-wavelength choke for
2360MHz while L9 should be a quarter-wavelength somewhere in the middle (around 1700MHz), since it
has to be effective for both frequencies.

The described PSK modulator can simply be tuned for the maximum output signal level. Besides the
590MHz exciter signal, a digital modulating signal is required as well. The latter may be a square wave of
the appropriate frequency or better the real digital packet-radio signal. Without any alignment, the PSK
modulator will aready provide an output of a few milliwatts. After any alignment of the microstrip
resonators one has to check the modulation signal level to find the best operating condition of the harmonic
mixer.

5. 2360MHz RF front-end

The circuit diagram of the 2360MHz RF front-end is shown on Fig.8. The RF front-end includes the
transmitter power amplifier, the receiver low-noise preamplifier and the PIN antenna switch. The RF front-
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end is the only module including microstrip circuits, that is built on a low-loss, 0.8mm thick glassfiber-
teflon laminate with a dielectric constant of 2.5.

The circuit of the RF front-end is simplified by using modem SMD semiconductor devices, originaly
developed for cdlular telephones. The transmitter power amplifier uses a single GaAs transistor CLY?2 that
provides both 15dB gain and more than 500mW of output power at the same time. Just a few years ago, an
equivalent circuit would require three or four silicon bipolar transistors. The CLY2 is a low-voltage power
GaAs FET that operates at a drain voltage of just 4.5V, while generating its own negative gate bias voltage
by rectifying the input RF signal.

The antenna switch includes two different PIN diodes: BAR63-03W and BARS80. The semiconductor chips
of these two diodes are similar, but there is an important difference in the packages. The BAR63-03W is
built in a standard microwave SMD diode package with a low parasitic capacitance and is used as a series
switch. On the other hand, the BARS8O0 diode is built in alow parasitic inductance package and is used as a
shunt switch. Both diodes are turned on while transmitting. The quarter-wavelength line L7 transforms the
BARSO short circuit into an open circuit for the transmitter.

The RF front-end also includes a low-noise receiving preamplifier to improve the sensitivity and image
rejection of the receiver. The low-noise preamp uses a CFY 35 transistor, followed by a bandpass filter. The
preamplifier provides a gain of about 11dB including the antenna switch and output filter losses. The
bandpass filter is required to attenuate the image response around 22 1 0MHz.

The RF front-end is built on a double-sided teflon PCB with the dimensions of 40mmX80mm. Only the
upper side is shown on Fig.9, since the lower side functions as the microstrip groundplane and is not
etched. The PCB is made of 0.8mm thick glassfiber-teflon laminate with a dielectric constant of 2.5. The
component location of the RF front-end is shown on Fig. 10 for both sides of the PCB. Except the printed
microstrip lines, there are three air-wound quarter-wavelength chokes for 2360MHz: L3, LS and L8.

Assembling the RF front-end, the most critical item is the correct grounding of the microwave
semiconductors CLY 2, BAR80 and CFY 35. The CLY 2 and the BARS8O0 are grounded through drops of
solder, deposited in 2mm diameter holes at the marked positions in the teflon laminate. On the groundplane
side these holes are covered with small pieces of copper sheet that also act as heat sinks for these
semiconductors. The CFY 35 is grounded through two leadless ceramic disk capacitors installed in 5.5mm
diameter holes at the marked positions. The capacitors are connected to the groundplane with small pieces
of copper sheet on the other side. Finaly, L6 is grounded with a2.5mm wide strip of copper foil inserted in
adot in the teflon laminate.

The transmitter power amplifier is simply tuned for the maximum output power by adding capacity (small
pieces of copper foil) to L1. Small sheets of copper foil can aso be added in other parts of the circuit, but
their influence is usually small when compared to L1. If the specified output power can not be obtained,
the cable length between the PSK modulator and RF front-end needs to be changed.

The receiving preamplifier is aso tuned for the maximum gain, but here it is more important to bring the
bandpass filter to the correct frequency. The latter is adjusted with LI 1, while L10 only affects the CFY35
output impedance matching. Before making any RF adjustments, the DC operating point of the CFY 35 has
to be set by selecting appropriate source bias resistors for a Vds of 3-4V.

6. RX converter with PLL LO

To avoid several multiplier stages the receiving converter includes a microwave PLL frequency
synthesizer. The converter is built as two separate modules to prevent the digital part from disturbing the
low-level analog circuits. Of course each module is shielded on its own. The described RX converter is
derived from a2400MHz SSB converter published in [ 1].



The circuit diagram of the analog section of the RX converter is shown on Fig. 11. The analog section
includes the second RF amplifier stage, the subharmonic mixer, the VCO including a buffer stage and the
first 7SMHz IF amplifier. The analog circuits are built as microstrip circuits on al.6mm thick glassfiber-
epoxy laminate.

The main function of the second RF amplifier is to cover the noise figure of the harmonic mixer. The

second RF amplifier is followed by another bandpass filter (L3, L4, L5 and L6), but unfortunately due to
the high substrate losses this filter is unable to provide any significant rejection of the image frequency at
221 OMHz. Its main purpose is to reject far-away interferences like subharmonics or even signas at the IF

frequency.

The harmonic mixer uses two antiparallel st diodes and is very similar to the PSK modulator. Such a
mixer requires a local oscillator at half of ' . rred conversion frequency thus simplifying the design of
the PLL synthesizer. The resulting IF sign... ;. amplified immediately to avoid any further degradation of
the aready poor noise figure.

The VCO uses a microstrip bandpass filter (L13, L14 and L 15) in the feedback network to obtain low
phase noise. The tuning range of this VCO is thus restricted to a few percent of the central frequency. The
VCO isfollowed by a buffer stage and part of the buffered VCO signal is coupled by L 10, L 11 to feed the
digital section of the PLL.

The analog section of the receiving converter is built on a double sided PCB with the dimensions of
40mmX 120mm. Only the upper side is shown on Fig. 12, since the lower side functions as the microstrip
groundplane and is not etched. The PCB is made of 1.6mm thick glassfiber-epoxy laminate FR4, although
this material has substantial losses at 2.36GHz. The component location of the analog section of the RX
converter is shown on Fig. 13 for both sides of the PCB.

Although most of the transmission lines are etched on the PCB, there are two discrete inductors in this
module. L2 is a wire loop with a 2mm internal diameter made of 0.6mm thick silver-plated copper wire.
L2 may need adjustments during the alignment of the complete transceiver. L8 is a quarter-wavelength
choke around 1700MHz to be effective for both the RF and LO frequencies.

Most of the RF active devices (BFR90, BFRI1 and BB105) ae installed in 6mm diameter holes in the PCB.
These holes are afterwards covered on the groundplane side by soldering small pieces of copper foil. The
same installation procedure also applies to the two 470pF source bypass capacitors for the CFY 30
transistor. The corresponding source hias resistors are adjusted for a Vds of 3-4V.

The aignment of the analog section should start with bringing the VCO to the desired frequency range by
adjusting L14. This is done easily if the PLL is already operating. L14 usually needs to be made dlightly
longer to obtain a2.5V PLL control voltage in the locked condition. Then L7 is adjusted for the maximum
mixer conversion gain and finally L4 and L5 may need some small adjustments. LI and L2 should be
adjusted to match the RF front-end. If the second RF stage (CFY 30) is self-oscillating, the L2 wire loop
has to be made shorter.

An dternative solution is to replace the CFY30 GaAs FET with the silicon MMIC INA-03 184. The latter
has a higher noise figure but offers more gain and does not self oscillate. When using the INA-03 184, L2
has to be replaced with a 6.8pF capacitor, the output bias resistor has to be increased from 4700hm up to
6800hm and the source bypass capacitors and bias resistors are no longer required, since the two INA-

03 184 common pins can be grounded in a straightforward way. The circuit diagram of PLL section of the
RX converter is shown on Fig. 14. The PLL includes the /64 prescaler (U664), the reference crystal
oscillator at about 8.9MHz, two additional dividers (HC393) and the frequency/phase comparator (HC74
and HCOO). The PLL module has its own 5V supply voltage regulator 7805.
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The abovementioned PLL is intended to replace a chain of frequency multipliers. Therefore it does not
contain variable modulo dividers. The multiplication ratio is fixed to 128 (256 when considering the
harmonic mixer) and the crystal frequency has to be selected according to the desired RF channdl. In the
frequency range around 8.9MHz, a"CB" crystal can usualy be used on its fundamental resonance. Due to
the wide tolerances of CB crystals either a capacitive trimmer or a series inductor L1 may be required to
bring the crystal to the desired frequency. For operation at 2360MHz, the best choice is a crystal for
26.770MHz (CB channel 22 RX).

The frequency/phase comparator drives a charge-pump output network. The correct operation of such
comparators is limited to low frequencies. Therefore both the VCO and reference signals have to be
divided down to about 2.2MHz when using 74HC logic in the frequency/phase comparator. Fast
(schottky) diodes BATA47 are required in the charge-pump network to avoid backlash problems that
serioudy deteriorate the phase noise of the frequency synthesizer.

The PLL is built on a single-sided PCB with the dimensions of 40mmX80mm, as shown on Fig. 15. The
PCB is made of 0.8mm thick glassfiber-epoxy laminate. The corresponding component location is shown
on Fig. 16. The only component installed below the PCB is the 1uH choke on the output. The only
adjustment of the PLL is to bring the crystal oscillator to the required frequency. The PLL lock test point is
not brought out of the shielding enclosure since it is only required during the adjustment of the PLL.

7. RX IF chain 7SMHz/10MHz

The circuit diagram of the RX IF chain is shown on Fig. 17. The RX IF chain includes the second amplifier
stage at 7SMHz (BF98 1), the second mixer to 1 0MHz (another BF98 1) with its own crystal oscillator
(BFX89) and the 10MHz limiting IF amplifier (CA3 189).

To receive correctly the 1.2Mbit/s BPSK signal, an IF bandwidth of about 2MHz is required. Most of the
receiver selectivity is provided at 7SMHz, especialy the two tuned circuits with L2 and L3. The
contribution of the tuned circuits with L1 at 7SMHz and LS at 10MHz is smaller, since the main function
of the latter is the attenuation of far-away spurious responses.

The overall IF gain is even too large, although this does not cause instability problems. The IF gain can be
decreased by replacing both BF98 1 MOSFETS with older devices like the BF960. The second conversion
oscillator uses a fifth overtone crystal at 65MHz. L4 prevents the crystal from oscillating at its fundamental
resonance around 13MHz and/or at its third overtone around 39MHz.

The integrated circuit CA3 189 includes a chain of amplifier stages with ahigh gain at 1 0MHz. In the
described circuit, the CA3 189 functions as a limiter since limiting does not distort PSK signals. Although
the gain of the CA3 189 drops quickly with increasing frequency, overloading the CA3 189 input with the
remaining 65MHz LO signal has to be prevented with the lowpass filter with LS. The CA3 189 includes a
S-meter output with a logarithmic response that may be very useful during receiver alignment.

The receiver IF chain is built on a single-sided PCB with the dimensions of 40mmX120mm, as shown on
Fig. 18. The corresponding component location is shown on Fig. 19. L1, L2, L3 and L4 have about 400nH
each or 5 turns of 0.15mm thick copper enamelled wire. They are wound on 36 MHz (TV IF) coilformers
with a central adjustable ferrite screw, ferrite cap and 10mmX1 Omm square shield. L5 has about 15uH or
25 turns of 0.15mm thick copper enamelled wire. L5 is wound on a10.7MHz IF transformer coilformer
with afixed central ferrite core, adjustable ferrite cap and 1 0mmX1 Omm square shield.

The IF chain alignment should start by checking the operation of the 65MHz crystal oscillator on the
desired overtone and adjusting L4 if necessary. All other tuned circuits (L1, L2, L3 and L5) are simply
aligned for the maximum gain. Since the same circuits also define the selectivity of the receiver, the
alignments have to be performed using a suitable 75MHz signal source: signal generator or grid-dip meter.
The receiver thermal noise or other noise sources can not be used for this purpose.



8. 1.2Mbit/s, 10MHz PSK demodulator

Describing a PSK transceiver to radioamateurs, the least conventional circuit is probably the PSK
demodulator. There are severa different possible technical solutions for a BPSK demodulator. The circuit
diagram shown on Fig.20 is probably one of the simpliest coherent BPSK demodulators. Its principle of
operation is a squaring-loop carrier recovery, followed by a PLL filter and a mixer. EXOR gates are used
elsewhere for the squaring and mixing functions.

The input 1I0MHz IF signal isfirst boosted to TTL level with an emitter follower (2N2369) followed by
one of the gates of a74HC86 (pins1, 2 and 3). Next the IF signa is multiplied by its delayed replica
(sguaring or second- -harmonic generation) in another EXOR gate (pins 4, 5 and 6). The delay is obtained
with a RC network. On the output of this circuit, pin 6 or test point #1, a double IF carrier frequency is
obtained, since the BPSK modulation is removed by the frequency-doubling operation. The latter
transforms 180 degrees phase shifts into 360 degrees phase shifts or in other words a O/l 80 degrees phase
modulation is completely removed.

The signal available at test point #1 includes a strong spectral component at twice the carrier frequency
around 20MHz, but also many spurious mixing products and lots of noise. The desired 20MHz spectra
component is “cleaned” by a PLL bandpass filter, since the phase shift between the input and output signals
inaPLL iswell defined. A mixer is used as the phase comparator, in practice another EXOR gate (pins 8,

9 and 10). The VCO operates at 40MHz, so that a perfect square wave can be obtained at 20MHz with a
simple divider by two (one half of the 74F74).

The regenerated BPSK carrier is obtained by another frequency division by two (other half of the 74F74).
The BPSK demodulation is finally performed by the remaining EXOR gate (pins 11, 12 and 13 of the
74HC86). Because of the division by two, the regenerated carrier phase is ambiguous 0 or 180 degrees. As
a conseguence, the polarity of the demodulated data is also ambiguous and this ambiguity can not be
removed in a O/l 80 degrees BPSK system regardless of the type of demodulator used.

Fortunately amateur packet-radio usualy uses NRZI (differential) data encoding, where level transitions
represent logical zeroes and constant levels represent logical ones. The polarity of the signd is therefore
unimportant and the abovementioned drawback of 0/180 BPSK modulation does not represent a limitation
in a packet-radio link. However, the polarity ambiguity has to be considered when designing data
scramblers and/or randomizers for NRZI signal processing.

The PSK demodulator is followed by a RC lowpass filter to remove the carrier residuas. The lowpass is
followed by an amplifier (74HC04) to boost the demodulated signal to TTL level and eventualy drive a
75-ohm cable to the bit-sync unit. The PSK receiver therefore only has a digital output, there are no outputs
for loudspeakers or headphones.

The PSK demodulator is built on a single-sided PCB with the dimensions of 40mmX 120mm, as shown on
Fig.2 1. The corresponding component location is shown on Fig.22. The VCO components have to be
selected carefully to avoid frequency drifts. The VCO capacitors must be NPO ceramic or stiroflex types
with alow temperature coefficient. The VCO coil L 1 has around 400nH or 6 turns of 0.15 thick copper
enamelled wire on a36MHz (TV IF) coilformer with a central adjustable ferrite screw, plastic cap and

1 0mmX 1 Omm square shield.

The alignment of the PSK demodulator should start with the adjustment of the delay of the input signa
frequency doubler. A DC voltmeter is connected to test point #1 through a RF choke. The capacitive
trimmer on pin 5 of the 74HC86 is adjusted to obtain an average (DC) voltage of 2.5V on test point #1
with some input signal: either receiver noise or a valid PSK signal.
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Next a coarse adjustment of L1 is performed to bring the VCO frequency to 40MHz with no input signal.
Then avaid PSK signd is applied and the DC voltage on test point #2 is measured through a RF choke.
The DC voltage on test point #2 should follow even small movements of the core of LI when the PLL is
locked. The core of LI isfindly adjusted for 2.5V in the locked state or in other words the DC voltage
should not change when the input signal is removed and only noise is present.

Finally, the correct phase of the regenerated carrier has to be set. An oscilloscope is connected to test point
#3 through a RF choke and a valid PSK signal is applied to the input. The capacitive trimmer on pin 13 of
the 74HC86 is adjusted to obtain the maximum amplitude of the demodulated signd. Alternatively, a DC
voltmeter can be connected to test point #3 and the PSK demodulator is driven by an unmodulated carrier.
The capacitive trimmer on pin 13 is adjusted either for the maximum or minimum DC voltage, depending
on the (phase ambiguity!) locking point of the PLL.

9. Supply switch interface

The circuit diagram of the supply switch and some additional interface circuits is shown Fig.23. Most of
the receiver circuits receive a continuous supply voltage of +12V. The supply switch only turns on the
transmitter circuits (+12VTX) and at the same time removes the supply voltage to the RX RF preamplifier
(+12VRX). The supply switching is performed by CMOS inverters (4049UB). The high TX current drain
requires an additional PNP transistor BD 138.

The RX/TX switching is driven by the PTT line. Just like with other transceivers, the PTT input is defined
as a switch that closes towards ground when transmitting. The antenna PIN switch is driven by the
+12VTX line and does not require any additional switching signals. Since most of the receiver circuits
remain operational when transmitting, severa of the receiver circuits (converter with PLL, PSK
demotulator) can be tested with their own transmitter signal due to the inevitable crosstalk between the
transmitter and the receiver.

The supply switch interface module aso includes the modulator driver. The TTL input includes
termination resistors to prevent cable ringing, if alonger coaxia cable is used between the transceiver and
the digital equipment. The TTL input signal is first boosted by a 74HC 125, followed by a resistive trimmer
for the modulation level and alowpass filter with the 1uH inductor. The modulation level is smply
adjusted to obtain the maximum transmitter output power.

The 74HC 125 receives the supply voltage +5V aso while receiving and only its tri-state outputs are
disabled during reception. The two 1.8kohm resistors keep the 33uF tantalum capacitor charged to 2.5V to
speed-up the RX/TX switching. The 33uF tantalum capacitor is the only capacitive signal coupling in the
whole transceiver. All other signal couplings alow the transmission of the DC component of the digita
signal. If the described PSK transceiver is to be used without a data scrambler or randomizer, the described
capacitive signal coupling has to be removed by redesigning the modulator driver only, while the other
circuits need not be modified.

The supply switch interface is built on a single-sided PCB with the dimensions of 30mmX80mm, as shown
on Fig.24. The corresponding component location is shown on Fig.25. The PCB is intended to be installed
behind the front panel of the transceiver and is intended to carry the RX and TX LEDs.

10. Assembly of the 13cm PSK transceiver

Building a PSK transceiver certainly represents something new for most radioamateurs, while the
microwave frequencies make the job even more difficult. Except for the careful design of the various
circuits, the mechanical layout and assembly also have to be considered right from the beginning. To avoid
any possible shielding or crosstalk problems, the described transceiver employs a large number of shielded
enclosures and feedthrough capacitors.



The PSK transceiver is enclosed in a custom-made aluminum box measuring

320mm(width)X 175mm(depth)X32mm(height). The individual module locations and RF interconnects are
shown on Fig.26. The box is made of two "U"-shaped pieces of aluminum sheet. The front, bottom and
back are made of Imm thick aluminum sheet, while the cover and the two sides are made of 0.6mm thick
aluminum sheet. The cover and sides are 190mm deep to exceed the size of the bottom by 7.5mm on the
front and on the back.

The individual modules of the PSK transceiver are all (except the supply switch interface) installed in
shielded enclosures made of 0.5mm thick brass sheet. The PCBs are soldered into a brass frame as shown
on Fig.27. A brass cover is then plugged onto the frame to complete the shielding enclosure. The shielded
module is then installed on the bottom of the aluminum box with four sheet-metal screws. The height of the
aluminum box is selected so that the main aluminum cover keeps all seven small brass covers in position.

To retain the shileding efficiency of the single modules, al of the supply and low-frequency interconnects
go through 220pF feedthrough capacitors soldered in the narrow sides of the brass frames. The RF
interconnects are made with thin 50-ohm teflon cables (RG- 188 or similar). It is extremly important that
the coax shielding braid is soldered in a “watertight” fashion to the brass sheet al around the central
conductor using a suitable soldering iron.

The size and shape of the single-module shielded enclosures is selected so that the lowest waveguide mode
cutoff frequency is well above the operating frequency of the transceiver in the 13cm band. The described

shielded enclosures usualy do not require any microwave absorbers or other countermeasures to suppress

cavity resonances.

The described PSK transceiver probably represents the first serious construction using SMD parts for many
amateur builders. Unfortunately SMD parts can not be avoided: at high frequencies it is essential to keep
package parasitics small enough to obtain a good device gain, noise figure and/or output power. The
described 13cm PSK transceiver was designed with Siemens SMD semiconductors originaly intended for
cellular telephones. Since these devices are relatively new, their packages and corresponding pinouts are
shown on Fig.28. Please note that due to space restrictions, the package markings are necessarily different
from the device names!

11. Experimental results

The design goal of the described transceiver was to develop a packet-radio transceiver capable of
transmitting data at 1Mbit/s with a free-space radio range between 500km and 1000km using moderate-size
antennas. Such equipment is required for real-world line-of-sight packet-radio links of 30-100km with a
single transceiver connected to more than one antenna (to support more than one link) and with a
reasonable link margin of 10-15dB to counter propagation effects.

The first two transceivers were finished in April 1995 and some laboratory bit-error rate measurements
were made. The acknowledgements go to Knut Brenndoerfer, DF8CA, that supplied the author with up-to-
date microwave SMD components. The first packet-radio link was installed in June 1995 between the
SuperVozelj packet-radio node GORICA:S55YNG and the experimental node RAFUT:S59DAY at the
author's QTH.

Although the distance is only 5.8km, there is no optical visibility between these two locations. The obstacle
(hill) exceeds the 10th Fresnel zone at 13cm and the reception of a commercial UHF TV repeater installed
in the same location is not possible due to reflections corrupting the horizontal sync pulses. Nevertheless,
two-way packet-radio communication at 1.2288Mbit/s was found possible although affected by fading,
using the described 13cm PSK transceivers, 16dBi short-backfire (SBF) antennas and about 5dB of
antenna cable loss at each side of the link!

153



154

The first operational 1.2288Mbit/s packet-radio link was installed at the end of July 1995 between the
SuperVozelj packet-radio nodes GORICA:S55YNG and KUK:S55YKK at a distance of 22. Ikm. Next this
link was extended to the SuperVozelj node IDRIJA:S55YID in the beginning of October 1995, at a
distance of 36.6km from KUK:SS5YKK. The measured YKK-YID link margin is17dB, athough there are
two SBF antennas at KUK:SS55YKK pointed in different directions, but connected to one single 13cm PSK
transceiver. The estimated cable losses are around 3dB at each side of the link.

All of these experiments are using SuperVozelj node computers [2]. The SuperVozelj packet-radio node
compuiter is based on the MC680 10 16-bit CPU and offers 6 low-speed interrupt-serviced channels up to
76.8kbit/s for user access (three 28530 SCC chips) and two high-speed DMA-serviced channels for
megabit interlinks (28530 SCC + MC68450 DMA). The interface to the described 13cm PSK transceiver
includes external bit-sync/clock recovery and a 1+X* * 12+X* * 17 polynomial data scrambler/randomizer.

Currently seven prototypes of the described 13cm PSK transceiver have been built and four are aready
installed on mountaintop digipeaters. Together these prototypes accumulated more than one year of
continuous operation with no failures. However, the described transceivers have not been checked in
winter conditions yet, under wider temperature excursions to lower temperatures.

The described 13cm PSK transceivers finally demonstrated that megabit amateur packet-radio is not just
possible but it is also a practical aternative. Using more sophisticated PSK transceivers with a larger radio
range, a single PSK transceiver can be connected to more than one antenna and thus replace many
narrowband FM “interlink” transceivers resulting in a simplier and cheaper packet-radio network. Of
course, the next logical step is to develop simplier PSK transceivers for the user community, maybe using
direct-conversion PSK demodulation.
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Fig. 3 - TX exciter PCB ( single-sided  0.8mm
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23cm PSK packet-radio RTX for 1.2Mbit/s user access

Matjaz Vidmar, S53MV

1. Why biphase PSK modulation?

Upgrading the packet-radio network to higher data-rates also requires using more efficient modulation and
demodulation techniques both to reduce the signal bandwidth and to increase the radio range of the system.
In particular, inefficient modems coupled to standard FM transceivers have to be replaced with custom-
designed radios for data transmission. Considering the bandwidth and TX power available to radio-
amateurs, it is necessary to switch to coherent demodulation techniques at data-rates around 100kbit/s in
terrestrial packet-radio and at even lower data-rates in satellite communications.

One of the simpliest forms of digital modulation, that can be demodulated in a coherent way, is biphase
PSK. The usua amateur approach to implement biphase PSK is to use aready exsisting equipment like
linear transverters or SSB transceivers coupled to custom-designed modems operating at an intermediate
frequency. While this approach may be acceptable for satellite work, it is rather complex and inconvenient
for conventional terrestrial packet-radio.

On the other hand, professionals developed very ssimple and efficient digital radios like GSM cellular
telephones. Professionals also found out that they can not use the frequency spectrum efficiently with
narrowband FM radios: all new cellular phone sistem use high-speed TDMA techniques or even spread-
spectrum modulation. If we radio-amateurs want to improve our digital communication, it is therefore
necessary to develop and build new equipment. The only place for obsolete narrowband FM equipment is a
museum!

Maybe PSK modulation is not considered very efficient by many amateurs, since it is used on satellites at
data rates of only 400bit/s or 1200bit/s. On the other hand, in Slovenia (S5) we installed our first 1.2Mbit/s
PSK links in 1995, operating in the 13cm amateur band at 2360MHz. This equipment resulted very reliable
and the PSK links never failed, even when the 70cm and 23cm 38.4kbit/s links were out due to heavy
snowfall in the 1995/96 winter.

The 13cm PSK 1.2Mbit/s link transceiver used in these links (shown in Weinheim in September 1995) was
only the first attempt towards a dedicated PSK radio. The 13cm transmitter was simplified by using direct
PSK modulation on the output frequency, but the 13cm receiver is still using a double downconversion
followed by a conventional IF squaring-loop PSK demodulator. The construction of this transceiver is not
simple: there are several shielded modules and especially the double-conversion receiver requires lots of
tuning.

2. Direct-conversion PSK data transceiver

Similarly to a SSB transceiver, a PSK transceiver can also be built as a direct-conversion radio as shown on
fig. 1. The Costas-loop demodulator can be extended to include most of the amplification in the receiving
chain. Since such a receiver does not require narrow bandpass filters, the construction and alignment can
be much simplified. In addition, some receiver stages can also be used in the transmitter (like the local
oscillator chain) to further simplify the overall transceiver.

A direct-conversion PSK receiver also has some problems. Limiting is generally not harmful in the signa
amplifier, however it increases the noise in the error amplifier chain. In practice the loop bandwidth has to
be decreased, if no AGC is used and both amplifiers operate in the limiting regime. It is also very difficult



to have both amplifiers DC coupled as required by the theory. If AC coupled amplifiers are used,
randomization (scrambling) has to be applied to the data stream and some additional noise is generated.
However, in a well-designed, direct-conversion PSK receiver the signal-to-noise ratio degradation due to
AC coupling can be kept sufficiently small.

Building a real-world, direct-conversion PSK receiver one should also consider other unwanted effects. For
example, the Costas-loop demodulator includes very high-gain stages. Unwanted effects like AM
modulation on the VCO or FM-to-AM conversion in the multiplier stages can lead to unwanted feedback
loops. However, the most critical component seems to be the VCO.

In a practical microwave PSK transceiver the VCO is built as a VCXO followed by a multiplier chain.
Although the static frequency-pulling range of fundamental-resonance and third-overtone crystals is
sufficient for this application, their dynamic response is totally unpredictable above 1kHz. The latter may
be enough for full-duplex, continuous-carrier microwave links, but it is insufficient for CSMA packet-
radio, where a very fast signal acquisition is required.

3. Zero-IF PSK data transceiver

Most of the problems of a direct-conversion PSK receiver can be overcome in a so caled “zero-IF” PSK
receiver, as shown on fig.2. Incidentally, a zero-IF PSK transceiver requires very similar hardware to a
direct-conversion PSK transceiver. The main difference is in the local oscillator. A zero-IF PSK receiver
has a fixed-frequency, free-running local oscillator, while the demodulation is only performed after the
main receiver gain stages.

A zero-IF PSK receiver includes a quadrature mixer that provides two output signas |’ and Q' with the
same bandwidth as in a direct-conversion RX. The signas |’ and Q' contain al of the information of the
input RF signal, but they do not represent the demodulated signal yet. Since the zero-IF RX contains a free-
running L O, its phase is certainly not matched to the transmitter. Further, if there is a difference between
the frequencies of the transmitter and of the receiver, the phasor represented by the I’ and Q' signals will
rotate at a rate corresponding to the difference of the two frequencies.

To demodulate the information, the I’ and Q' signals have to be fed to a phase shifter to counterrotate the
phasor. The phase shifter is kept synchronized to the correct phase and rate by a Costas-loop feedback.
Since the whole Costas-loop demodulator operates at high signal levels and at relatively low frequencies, it
can be built with inexpensive 74HCxxx logic circuits that require no tuning at all!

A zero-IF PSK receiver requires linear amplification of thel” and Q' signas. Limiting of the I’ and Q'
signas is very harmful to the overal signal-to-noise ratio. If the zero-IF amplifiers are AC coupled, data
randomization (scrambling) is required. On the other hand, a zero-1F PSK transceiver does not include any
critical stages or unstable feedback loops and is therefore easily reproducible.

Searching for a simple PSK transceiver design | attempted to build both a direct-conversion and a zero-IF
PSK transceiver for 23cm. The 23cm band offers sufficient bandwidth for 1.2Mbit/s operation. Further, the
whole transceiver can be built on conventional, inexpensive glassfiber-epoxy laminate FR4. Finally, the
propagation losses without optical visibility are smaller in the 23cm band than at higher microwave
frequencies.

A direct-conversion PSK transceiver for 23cm resulted very simple. The signal and error amplifiers used
just one LM3 11 voltage comparator each, operating as a limiting amplifier. The only limitation of this
transceiver was the VCXO. Due to the undefined dynamic response of the VCXO, the capturing range of
the Costas-loop RX was only about +/-5kHz. Further, even this figure was hardly reproducible, since even
two crystals from the same manufacturing batch had a quite different dynamic response in the VCXO.
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A zero-IF 23cm PSK transceiver resulted dightly more complex, due to the linear IF amplification with
AGC and the additional Costas-loop demodulator. On the other hand, the zero-IF 23cm PSK RTX resulted
fully reproducible, since there are no critical parts or unstable circuits built in. Since the additional
complexity of the zero-IF RTX isin the IF part, using only cheap components and no tuning points, it does
not add much to the overall complexity of the transceiver.

4. Design of the zero-IF 23cm PSK transceiver

In this article | am therefore going to describe the abovementioned successful design of a zero-IF PSK data
transceiver. The transceiver is built on seven printed-circuit boards, four of which (the RF part) are
installed in metal shielded enclosures. The RF part is built mainly as microstrip circuits on 0.8mm thick
glassfiber-epoxy laminate FRA4.

Subharmonic mixers are used both in the transmitter modulator and in the receiver quadrature mixer.
Subharmonic mixers with two antiparallel diodes are simple to build. Since the LO signad is at haf of the
RF frequency, RF signals are easier to decouple and less shielding is required. Finaly, it is very easy to
build two identical subharmonic mixers for the receiver quadrature mixer.

The whole transceiver therefore requires a single local oscillator operating at half of the RF frequency or at
about 6356MHz for operation in the 23cm amateur band. The local oscillator including a crystal oscillator
and multiplier stages is shown on fig.3. The LO module is built on a single-sided PCB, as shown on fig.4
and fig.5.

To speed-up the TX/RX switching, the receiving mixers are powered on and are receiving the LO signal all
of the time. On the other hand, the LO signa feeding the modulator has to be turned off to avoid any
interference during reception. Therefore the LO signa is fed to the receiving mixers through a directiona
coupler located in the 1270MHz PSK modulator module as shown on fig.6.

Only a small fraction of the LO power (-20dB) is fed to a separation amplifier stage (BFP183). The
635MHz BPF ensures a good residual carrier suppression (>30dB) in the PSK modulator. The1.27GHz
BPF is used to suppress the 635MHz LO signa and its unwanted harmonics. Finaly, a two-stage MMIC
amplifier (INA-10386) is used to boost the signal level to +14dBm.

The 1270MHz PSK modulator is a microstrip circuit built on a double-sided PCB as shown on fig.7 and
fig.8. The bottom side of the PCB is not etched to serve as a groundplane for the microstrip circuit. The RF
signal losses in the FR4 laminate are rather high at 1.27GHz. For example, the1.27GHz BPF has a
passband insertion loss of about 5dB. On the other hand, &l of the microstrip bandpass filters are designed
for a bandwidth of more than 10% of the center frequency and therefore require no tuning considering the
laminate and etching tolerances.

The RF front-end of the 23cm PSK transceiver, shown on fig.9, includes a TX power amplifier with a
CLYS5 power GaAsFET to boost the TX output power to about 1 W (+30dBm), a PIN diode antenna switch
(BAR63-03 W and BARB80) and a receiving RF amplifier with a BFP18 1. The latter has about 15dB gain,
but the following 1.27GHz BPF has about 3dB passband loss. The RF front-end is also built as a microstrip
circuit on a double-sided PCB as shown on fig. 10 and fig. 11.

The quadrature 1/Q mixer for 1270MHz, shown on fig. 12, includes an additional gain stage at 1.27GHz
(26dB MMIC INA-03 184), two bandpass filters at 1.27GHz (3dB insertion loss each), a quadrature hybrid
for the RF signd at 1.27GHz, an in-phase power splitter for the LO signal at 635MHz, two identical
subharmonic mixers (two BAT1 4-099R schottky quads) and two identical IF preamplifiers (two BF 199).

Since the termination impedances of the subharmonic mixers depend on the LO signal power, the
difference ports of both the quadrature (RF) and in-phase (LO) power splitters have to be terminated to
ensure the correct phase and amplitude relationships. Considering the manufacturing tolerances of the
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groundplane of the PCBs is soldered along al four sides to the brass frame to ensure a good electrical
contact.

Specia care should be devoted to the assembly of the microstrip circuits. The microstrip resonators are
grounded at the marked positions using 0.6mm thick CuAg wire. The SMD components (shown on fig.26)
are grounded through 2.5mm, 3.2mm or 5mm diameter holes at the marked positions. The holes are first
covered with a piece of thin copper sheet on the groundplane side, then they are filled with solder and
finaly the SMD part is soldered in place.

The assembled PSK transceiver requires little tuning. The only module that needs to be tuned in any case is
the loca oscillator module. Since most of the stages are just frequency doublers, it is very difficult to tune
this module to the wrong harmonic. The TX power amplifier may need some tuning to get the maximum
output power. As printed on the circuit board, L1 in the RF power amplifier should not require any tuning
if the interconnecting 50-ohm teflon cable from the modulator is exactly 12cm long. Tuning L3 and L6 the
output power can only be increased by less than 1 00mW. All of the other microstrip resonators should not
be tuned. Finally, the 2500hm trimmer in the supply switch interface is adjusted for the maximum TX
output power (usualy 2/3 of the full scale).

5. Interfacing the 1.2Mbit/s PSK transceiver

Amateur packet-radio interfaces for data-rates above 100kbit/s are not very popular. One of the most
popular seria interfaces, the Zilog 28530 SCC, only includes a DPLL for RX clock recovery that can
operate up to about 250kbit/s. Other integrated circuits, like the old Z80SIO, the MC68302 used in the
TNC3 or the new MC68360 do not include any clock recovery circuits at al. In addition to the RX clock
recovery, data scrambling/descrambling and sometimes even NRZ/NRZI differential encoding/decoding
have to be provided by external circuits.

The circuit shown on fig.27 was specially designed to interface the described PSK transceiver to a 28530
SCC, athough it will probably work with other serial HDLC controllers as well. The circuit includes an
interpolation DPLL that only requires an 8-times higher clock frequency (9.8304MHz), although provides
the resolution of a /256 conventional DPLL with a 315MHz clock.

The scrambler/descrambler uses a shift register with a linear feedback with EXOR gates. The scrambling
polynomial is the same as the one used in K9NG/G3RUH modems: 1+X** 12+X** 17. Due to the
redundancy in the AX.25 data stream (zero insertion and deletion), a smple polynomial scrambler is
completely sufficient to overcome the AC coupling limitation of the described PSK transceivers.

The interface circuit also includes 75-ohm line drivers and receivers, if the PSK transceiver is installed at
some distance from the interface. However, connections have to be kept short on the side towards the
computer serial port. The described interface only provides one clock signd, since it is intended for
simplex operation with the described PSK transceiver. Of course the DPLL is disabled during
transmission, so that the circuit supplies a stable clock to the transmitter. The polarity of the clock signal
can be selected with a jumper. When using the 28530 RTxC or TRxC clock inputs, this jumper should be
connected to ground.

The bit-synchronization/scrambler circuit is built on a single-sided PCB as shown on fig.28 and fig.29. It
only requires one adjustment, the DCD treshold, and the latter can only be performed when noise is present
on the RXM input.



List of figures:

Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.

1 - Direct-conversion PSK data transceiver.

2 - Zero-IF PSK data transceiver.

3 - 635MHz local oscillator.

4 - 635MHz LO PCB (0.8mm single-sided FR4).
5 - 635MHz LO component location.

6 - 1270MHz PSK modulator.

7 - 1270MHz PSK modulator PCB (0.8mm double-sided FR4).

8 - 1270MHz PSK modulator component location.

9 - 23cm PSK transceiver, RF front-end.

10 - RF front-end PCB (0.8mm double-sided FR4).

11 - RF front-end component location.

12 - Quadrature 1/Q mixer for 1270MHz.

13 - Quadrature mixer PCB (0.8mm double-sided FR4).
14 - Quadrature mixer component location.

15 - 1/Q dua amplifier with common AGC stages.

16 - 1/Q dua amplifier PCB (1.6mm single-sided FR4).
17 - 1/Q dua amplifier component location.

18 - Costas-loop 1/Q PSK demodulator.

19 - Costas-loop demodulator PCB (1.6mm double-sided FR4).

20 - Costas-loop demodulator component location.

21 - Supply switch interface circuit diagram.

22 - Supply switch interface PCB (1.6mm single-sided FR4).
23 - Supply switch interface component location.

24 - 23cm PSK transceiver module location.

25 - 23cm PSK transceiver shielded module enclosure.

26 - SMD semiconductor packages and pinouts.

27 - Bit-synchronization/scrambler circuit diagram.

28 - Bit-sync/scrambler PCB (1.6mm single-sided FR4).

29 - Bit-sync/scrambler component location.

181



[4:]3

\ Limiting 7

AC couleing ?

Bit-rate
LPF
~ _P‘/\
m\v QW\P-.
BPF o
Tonoys
Anl enna o 90° W:l\ce{cdof
,/\7(-: hjbr'w\ 8'{1: ;’?C
=<
nv
| Rx Costas-loop RX
PIN WTx
switch
— fxN e oo |- X
/ Loop LPF

BPF

=<

222

PSK ywo dulator

d\lnamic re:Ponse?

ARIR

'hul{iylier

unwanted, 1fer.olback
in higk-gain |00p?'

Rx DATA
TTL

TX DATA

Fi% 4 - bireo‘t—comevs\on PSK dato  trawmsceivey



€81

Bit-rate

LPF
Ar\’tehv\o» ~ ]_‘ _ I\ I N{

\ N L e % R e e v

BPF Wuadrtyre }/ * wd""‘_,:_ [

~ 90° mixer 5‘5

LNA ~ = Bit-rale AGC 1< .
ad :7&4 J LPF \ ' ~§ § J\nultiplier
~o Q\ N Q A Q
~ amp. >
& RX ~
PIN WTx VCO ~
swilch
{ N 0scC. Loo,: LPF
X -
40k Costlas -tOOP demodulator
BPF
L PA i T X
e DATA
PSK wo dulator

F'\g. 2 = Zero ~|F PS¥  doka tromsceiver



12:13

Ly~ AuH

4:20p | N 24'120? Ejzxz . e
- 7 4210, top Lo
lf” BFX89 — =“___‘ ;Z‘ = %L - 2240 OUTPUT
O iy T, 3p3 BFX33 . 4 40
N p 1 7 +4248
l w L “iLr | N /1 4
y A58 252
| N P
L] | L 63K A H Ly 348 Ly b@_ — '
Ly=Ls=AT AcL | [22v Mite Is s BB
1 _1_ on dmmgb [j 211 l f&h
o fan— I
Ly =Ly~ ASOnH /ﬂ: | ,
(4T 0.25CuL on 36IFT) zi r{ T
o " - >
0 H 4'}0[ ] zon +A¥
(4T 045Cul on AAET) [ N0
+8.2v Ao +A2v A
—
= /32 YW == ==
AOO/éE /100/;; AO%—_E

Fi(}. 1 -

635 MHz locol oscllator .




Lo
1iAtp  2%40p oUTPUT

+ 4209
. 1 BFRYA X
O R e e

Ly . =+ tp3
>:A Eé S Lq Lxé G e +424Bwm
A +— ¢m A e itk we 10
"
T

smw 41200 Brxss 4:20p

é’_u‘,-ﬂ-n + >,\ —4¢ " 4‘!
2.5 +® 12, Ly- ™ 11 120 - .—-=‘+AZY
LI & T T/ HIT -
s X TN oo g A VR

an § - (35 MHe LO (‘,O\MPOV\BV\JY, \QCQ,JHOY\.

185



GOYOIpOW ysd THWOLTY - 9 Y

—\wn\
amm uy oy 4o60-¥V1IvS
I W/ —J v
M¥y-cE w008 OYy
9 wgPTy+
444 qus-99
5 THUSE9 THuSEy
1 104100
314000 01
9€5 0V - VNI .1 . . 9POT— s
wq 1l | & 1 T8Ydad 7 wpzy +
wgph) + MU ST
4 we I e
qQus-° 117 .
LTV us \1T 1 XLATV+ s T ' Lodn
tno = *__ N y 444 , ! aws-dgp Q7
104100 " MOLT Y
Asd ;#:@hk musg9 Oy MY, x5,
ol 1
:_\ v
—_—] "} by l.
—_— M7, 95 MYy -00v
-

186



Lyl
635Mue rC‘1r°’“" L 4.@{3?,5 » J f?r;qlrr :

p
- L
< 4%
-

«x

s 1k An
) = i A216He

msgz Ly i ; 5“ ﬁh -
63SMAL a3 L Uj{u +44dB
Pe— An “ “Lub [y PSK "

#ZZ:B.\ Iy T 1K ¢ INA-4g33%

(=

635muz

‘,“2075-“\—- :1 %@4h A-Z?GKL
n L]

e +A4d B,

X 1 My PSK

[J=
&

TX oo =~ b —

nop ™= ----—§-----
stmh \
e | 47\

+42Bwn

Fig. 3 = 12%0 MHz PSK modulator COVV\POY\ev\.k. location,

187



B e BIEY

\

,»m;,.wumcso(;ﬂ /\».WQ §>me

XIAGY + m—m————

XIANTV + » —
MY -0ty
=l
M -oLy
ovﬂ
I
-
~ 7
ozl 7 |
104100 7
X3

ZHILT k' VYNNILNY

o by

wabty+
THLTY

104Nl
Asd

188

[ - 3



e O___ _e
) .

——

F\g . AO - RF {:rov\t -end PC% ( 0.8mm double -sided FR‘\'}

A2F6He A L34,
FA4dBm ANT
PSK (+3048mTX)
A6,
—— T ———
KX | Q= )
= Tuo “aFpaze  BARDO
4.2%6He 470 == HIVRX
x| A.é/g/—
== +AVTX
13,
A2% A6,
,__Gih_ . Sve 13 630 | e
+44d8m ANT
PsK An An (+30dBm TX)

Fig. AL - RF jEwrovxt—e,v\dk COW\FOY\eY\t Location .

189



HYOL7) ;ow PXIW Q[T MNJoaponty  — 7y m,m

7 7 (4660~ vV v
MYy -0tT uy
104100 o I o
9 ¢
qus-dty
II@mE.m sy =
. +N|\

wapty+
THUSE9 | N,

104nN| —_ea,o% _ -fﬁé_\ rHary 06 .

Q07
THOLT'Y
covid K st == 104N
n 3d9
| = MOLT'Y THOLT'Y THOLT Y X4
qus-9t¥
104100
I
R MW006 ©) ¥/Y = %] = 7= %] = 5v]
"1 [¥6:0- 11

190



|
[ pesssssss—————
o F
o T

F'\g. 42 ~ Quodrature mixer PCH (0.3mm double- sided FRATB

/1.216“1
Rx

— 270
N\@A“

£ Ly Tnigrafete] g
s o f
L3 f’kq,' "4,‘ + X
g a 7 1
[37)
L S | 63shHe
& = Lo | s
&% - A +424Bm
) p 37y LO
Las %\u T J
[3 -
S e o
INA-g3A24 " BB, 48 33

63N

+12dB8m
Lo

Fig. AL - Quq&rofmre mixey cmmponen\ locotion .

191



mmm,o*m VY Wowwed  ypim b@;msd 1ovp O\H ~ s} m:.l._

1 2.4

S 11
LS\H dosy
By |_| a
" il
! . | s
! ! 1 ! 1t \I
v ' T Www'er ..J
Us'e'r "m _ Us'e'r tse'n ()
-n ' ooy _
“il . L HERE
| +H " T | TIE
B i " s
ha (44
]
¢
ATy+ -
ot
S

192



F\g’ A6

P
2% 2£0 2% o, R
< Zfﬁ“ 8 5 —é— % BB 150 g0
AKS 4—'? UJ_Q_ Az E’ zn m. - ,ﬂ q:
g - d_!# S5
i o ”ﬁ‘“-r Tis AN mn'% m_[f_?’f" KE o ;tm
T t‘ [ v u:r‘rﬂma
——Nh--',fp T TR wf'“TTamn‘i-ﬂ— 90 m«u—ﬂ-—
. e wnt G ADG qawwn T o *4.“‘ 0
10— g = = =
IR} _C‘fl* 404308 i éu 494308 j 4¢4susﬂj +3
Q Q . AR by a ’* 65 40 w"‘"‘ a-. f‘u«v "* Taan
L s T L 1T 2t Ble
Y o— 1o
L '"ZE—TT-:— B —’Ql— Vo —Q—Jm\
e om - av?“ a0 A sm: 4.,_ &6—’- lvcs
-c:;—“m -ﬂ- -c- B w

1/Q dual amplifier PCB (/.6 mm single- sided FRY).

= <+AY
—t—— GND +I

..__-——-+Q
—w GND T

-
— ] C W

Fig. /H - I/@, daal amPl’n](ier component Lomf(on.

193



v61

+
—

-+
— INPUTS ©

D

]
A Vex )
AT A F a2y
deo nl,
doe sl = |[Eve
gg 'g,g oy [<o| |lPATTERN
ul. [S
SSSSl S
e 22— bl ff. £30#
222 il |
2222 sh
22 c
23> sl . 0] 626
095l D .
jg_;;_)) 1 S DATA
LS iyl (Rxr)
311 E_em
As:L Aﬂ_
|+Sv & Vv
— ] P |:h 2 N H N
P I D 3 J/’/J’ 477 pWa Mllf Vu M'Vcc. M: 4“
LTI [ Rssssse of B A o N
T 95 DD DI CRRRIER How “ ]
TS e FESET 3 3
A Lﬁ'" S S~ 43 4
": 1o <3 P ﬂ
al’ 25 J = l—
1) ! H[ [ \I € 1
sl monnen A ufas] 4l m] 3 A00n
4] | VecPLIOPA P2 P3 N FLrorinm “
2 3] <, 3 A k] | - —|4
L Reed—dd v eflece—n @ et @ -
= A i si 8101 U Uy ls
PRI S o TRy Nl ECETETY| %% [Fanciaq)y, | R
B — Jr o 1o Ctk Cle Q [6444%H,
- C:I - IOE GND Fam ENty Q"
A AL i T T

Fig. 48 = Costas-loop I/Q  PSK demodulator.



(e, W —Qﬂ ‘ _“:1_00,,
ol =
g F - § o] R3
m[;] o ) o Q
= x =
Mo =¢ o~ " +a2y
@5 w—t— 1] (T020 Ak | ADOn 120m  AfO, w o"l— & :i[}:
I—m——— -4 + i¢¢ [T I v N
QY "C"ﬁ. T S | A% i RX DATA
Ax U o [ |V
m¢ == s BYTNS (rxr)
10 610 ASOP-L —YGC—
- O —— T LNy
33 lz% ART 6rop

F'\S. 20 - Cos’(as-\ooP demodulator compowen*k location .
195



qOH
XL

052

S wiouboryp }MOUD

.bowywxc; PIMS fﬁijw - V7 &i

X1
437

~—
~—

c (4) xanev+
ot Anzg - 1id
STVOHbE, H I_| Lo xunvs
34 b woov | [LE

195
—— 1nQ i ~—* | AtV +
v dm&mw— A “
w A1 400V
1914 L !
wJw _“_H_omw -
J\ o
134 | 3 —<— Acxb
U+ §Je TAT
. o5s YIve X1
8y
/_ INJS
v

196



F'lg. 29 - Supp\\j switch interface PCB (4-Q)W\Yﬂ s‘wg\e%ide& FR“r».

HU ™ 12V Tx dbATA

ot 44-”(1'1(]‘\) TX nob

q

A\

e [T 23

LED o
TX 'E_— _q._ 3 W —{7 [
Bb433 = %) PR R
&= | eoss 3¢ g [‘p-‘r‘t;"‘

les o — 4 W0 '
w2 e
E— Beg
409., 20 4@:”_ Sk _“:a\. Ay 0

Fig. 2% - %“PPW swilch interface component location.

197



TU0IIVO0Y AMPOW  JBAIISUDNY  ASq WIGT — 7 mi

xl_mwm_ =AY sa\qwonss [ouks-yig

i P —

4-vusS
a
M = =9,
qQOH X1 Laui;? WIS ﬂ&swf L]

(MXL) VIvd x)

WgPpzr+ 2HUSTY 0] — N\ésir Q (x3)
( WissI0T [ ) _mu YIvq XY
s@~

T
= | |
o~ LNY g 5
o> ~|/Vu HHOLTY g w.
% 7 5 5 = 3
m S 2 2
= - o
z © S ¢ v
— =
m ~ 3 - w
— o -1 x W o
o W\AJ B o 3 v
A — —— = %
. = o o = 7<
= 3 g : s
p_ a l ~ IR T
- 3
3 = o 3 - 2
- ) > o g £
—+ o = oy &
2 — s S
~ 5
1- -
\ ) \ ] LSRRG Y fre-
(- Y
WPy + THUOLTY %Sd XY *HWOLTV

198



P\"M*edw Circu.'& board,

1) '\\
\>\/
/’ RS
o . -7
(32} - -
e :\ﬁ,\: ’ -
\\\\ ,'/ O.Smm
o o _ .
s brass sheet
{ °
’ \y
S R s ¥
AR :
\
! ]
5 Cover — O0.Smm bross theet 8
1
H

J ecce m eeamecammasaememsem=osa === ===

122 (82)

430 (90)

\:19_ 95 - 99 cyn PSK framsceiver snielded wiodule

enclosure .

199



. myjoc:,L puo

(P wbroars €O Ny B o) [§ 9 £ = VN]
(P 130y, Bvoteew) (98 g1 = V).
N9

sviq I+
1n0 NI

SHADWA

aN9g frdut

mmmdxudm 401 INPUIIWBS aqaus - 92 mi

L7¢-4909
vmcv_udA
\k'/ (MED - 293V ]
A
(V) 1 +m )
(%) v (Y

ﬁ;m<<= m:&»gv Sw EAA:

~

+ )>>Z vmd;odm_

2 T

v ¥
(85, r™) [SE0- VLV
(3)t €@)
Q7 v (3)

(5434,0uovowt) [V 8Y d4d]
(SHY,row) [T8Y 4]

o~

$hy-10S  °Fory

200



.c;dsmd% y,.jut.u ;B&Eguw \ ;o,.*dw_.cO>}o§Tm: M,& - 17 m_uﬂ

114 a%9 uxy dxy  uxd dA)  AsH s\oﬁ\
—uwy . . . As+
SN i T o _ +_«\mm Ln v 8¥ N1
1_.. ._.. -._.. (149 v 7] 14 b9V IH] n» T
- '}
- . 0%¢ T v w vle lorjr fsv o
oy 3 9 b e 9891 A\: INEEK »
>~ ﬂ 1 wwmm
08§ iR : - W n "o
/ [er
v ‘ ! !
EH] A} L
; g ¥ = O BT
—{ st A\ %4 s ,4\ WY UM
Jﬁf lr\ U/ S| .D 2 Y
$YIH
ﬁ R T (17
- {Ilf NS t][s
>MT Ag+ -\ ,
v
_u £ Mm whe by {av , at st >V Asr
b p « 2 _
As|---A A AL - vy v _
] d le o |s]y |e ]v
O Tm —.If\ln_ - ASy M Yy Y IL Hm.—. o
o ¥ = s |s Ev §M_< v e o _2 YOrJH] ”.m
vt o e fO Yo vq to 1 o H i W (]
Sl v S0 s I Ao o "R
o oLy uy WSy
1 %% T | i
/' \q31 lx_ll n TIOR L
S ¢ g Ast s N 3 8 t VYV
o Ast _\ —o< S Asy ASH
lqm
- . e — Ast Ast I E) _h_v _ﬁ—v
— 9 .M RIP I N\ ; 19 EREREEN o
o
O 2 [vardH] m.u
x
N Ask—o0  &----o—] AN LA K
*19/119 3
( F,

201



AQ0p »
- =
4% = 2
2304 ¢ ) )
3 W -{nl- x =
MR 49 - al
‘-"TOO = n
Led :,“( o Az% —1I-
—d "D"K 33 sm-'f.:}— o1
-%: — ¢ v A Ba 7 —0o- ]
1} -—
Np—1—1 e - o w | th( = [N
410 < 13n N o0 ol:z o —
beh — g 2 || Q T 2 [0 S5
Clk =—1— x = x e | 130
e T L Jgpas

PCB (4.6 mm sivgle-sided FRY)

w3V

L~ GND RXM
L GND

YT TXN

PTT

F'\g. 29 - RBit- s\mc/ scrambler

202

com Ponev\’t Location .



PACKET AND INTERNET

James Wagner, PhD - KA7EHK
3 1677 N. Lake Creek Drive Tangent, OR 97389
(541) 928-7869 wagnerj@proaxis.com http://www.proaxis.com/~wagnerj

ABSTRACT

Debate is one of the interesting aspects of the packet bbs system. One of the recent debate issuesisrealy
quite important to all of us. It concerns the question of bbs mail forwarding by methods other than the
ham RF network. Whichever side proves to be “right”, (and it is possible that both may be right), the
answers to this debate will have an impact on all packet users. KEY WORDS: BBS, NETWORK,
FORWARDING, INTERNET

INTRODUCTION

A magjor debate has raged in the packet bulletin board system over the last year or so. This debate
concerns the use of aternate forwarding methods for moving packet messages. In particular, the use of
(commercial) intemet has been a major issue.

The issues in this debate warrant presenting here because they do represent ideas which are having, and
will continue to have, major impact on the future of packet radio.

THE ISSUES, SIMPLIFIED

One viewpoint in this debate argues that the use of alternate forwarding methods (telephone, intemet,
etc) will result in a deteriorating RF network. The logic is that when alternative methods are used, there
is no longer pressure to upgrade existing networks, fix broken ones, or maintain the oneswe have. The
argument continues with the idea that a network which is alowed to deteriorate will not be there when
emergencies arise. And, when emergencies arise, it is also likely that portions of the intemet
infrastructure will fail. The result will be failure of the ham packet system to perform in emergencies.

The other viewpoint argues that the ultimate responsibility of bulletin board operatorsis to move “mail”.
If the ham RF infrastructure is not capable of moving that mail, this argument continues, then they have
the responsibility to find some method which will allow the mail to be moved. If that method happens
to involve the telephone system or intemet (ie, “wire line”), then so be it.

Network Quality

There are a number of factors which combine to represent the quality of a packet network. Of course, not
all users have the same idea of quality. None the less, there are a number of general things:
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a. links need to bereliable

b. unexpected disconnects should not occur

c. reasonabl e throughput must be available most of the time
d.hardware is physically reliable

When any of these factors gets worse, usualy we perceive the quality of the network to be “worse”. A
network can remain physically the same, but be perceived as deteriorating because it is not able to

handle an increasing message load, for example.

Thus, for a network to remain as a high quality one, just keeping the hardware working is not enough. If
the network cannot support increased demands placed on it, then it is not doing its job. Unfortunately,
many users consider bbs forwarding to be the culprit, rather than the “miner’s canary” which warns us of
impending difficulty. To such users, its probably just fine that their local bbs forwards over intemet
because it makes things seem to work better.

It is also an unfortunate human attribute that often, the quiet wheel does not get improved. If bbs sysops
use other methods for forwarding messages, then a visible pressure for network improvement goes away.

Mail Movement

For many bbs sysops, mail movement is their entire reason for participating in ham radio. And, for
some, at least, ham radio is just another access method for their bbs. When you have bbs sysops of this
sort, what technical methods are they going to choose for linking? Certainly, the most familiar ones. If
they are more comfortable with wire-line, that is what they will choose.

While “Clover”, for example, may do an excellent job of handling messages via HF, it is probable that
more bbs sysops are familiar with wire-line modem technology than they are with Clover. So, isit any
wonder that non-ham message passing technology is frequently the method of choice?

It isalso likely that arguments that “it is not ham radio” will be quite ineffective. It is probable that many
of the bbs sysops in this category do not have a big stake in ham radio and that this argument resultsin a

big “so what?”’

On June 30, 1996, WORLI wrote the author: “Yes, there is still a small amount of traffic handled via
satellite, HF digital modes, and long haul vhf/uhf links. In fact, all PRESENTED traffic is easily
handled. However, very little traffic is presented to the radio network; it is instead moved via
commercia networks. When | first started speaking out on this issue, 18 months ago, about 50% of the
long haul traffic was still being carried by radio. That percentage has now reached 0."

The practice of wire-line forwarding is actually having a far bigger impact than it might seem. When
strategically located bbs, in widely separated locations, forward almost instantaneously to each other,
bulletins arrive in the other area more rapidly and get distributed to those stations which do use RF
forwarding. Since the messages are aready there when attempted by traditional means, they are
rejected. This “capture” phenomenon results in an artifically forced reduction of RF forwarding.
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CONCLUSIONS

It seems probable that both sides are “correct”. The sad part is that the cases of network deterioration
seem to be growing more numerous with the use of forwarding over wire-line. It is aso likely, however,
that the cause-and-effect is not so clear. Bbs forwarding is moving off the RF network because it is
deteriorating in many places and the deterioration is accelerating because there is less reason to keep it
up. In other words, it is likely that these two effects go hand-in-hand and neither is the cause of the

other.

What does seem fairly clear is that bbs sysops who move their forwarding off the RF network are not
doing hams much of afavor. Thisis, in fact, one area where users can apply pressure, encouragement,
and support to sysops. Hams with solid HF experience can help a sysop to set up a reliable forwarding
system using Clover, Pactor, Amtor, or packet. Hams with good VHF/UHF network experience can help
to make the bbs VHF/UHF packet equipment as good as it can be.

Likewise, bbs sysops AND users can apply pressure and offer assistance to their local ham clubs and
packet organizations, and to node operators. Make sure that network capability improvement is planned,
that groups involved in packet networking get together and figure out what is needed on aregiona basis,
and make sure that there is a solid commitment to carrying through on those plans.

Failing al else, bbs sysops in some areas of the country are rerouting messages to avoid forwarding
them to bulletin boards which use wire-line forwarding. Thisis certainly a drastic measure but it is one
of the few ways available to avoid the capture effect previously described. As unpleasant as this measure

may be, the health of our network(s) may depend on it!
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STRATEGIES FOR IMPROVING WIDE-AREA NETWORKS

James Wagner, PhD - KA7EHK
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Tangent, OR 97389
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ABSTRACT

Wide-area single-frequency networks still cover large areas of this country. A number of strategies have
developed for improving such networks, but these strategies are very slow to be adopted. This paper
discusses some of the reasons for the continued existence of these networks, some of the strategies and
their likelihood of success. KEY WORDS: WIDE AREA NETWORK, BACKBONE

INTRODUCTION

Packet networking began as a single-frequency network, often on 145 .0 1 MHz. NET/ROM software for
TNCs permitted easy linking among nodes and it made it possible for users many miles apart to
converse via packet. These networks are also the lowest cost, since only one transceiver, one antenna,
and one TNC is required per node.

While this kind of network provided great advantages in comparison to the previous state of affairs, we
now know that they have some major limitations. Y et, they persist. If one observes where they exist, at
least in the west, it is possible to guess why. For example, a 145.01 network exists (with no overlaying
backbone) over (amost) al of Wyoming, eastern Montana, Eastern Idaho, amost all of Nevada, most of
Alberta, some of Utah, and other adjoining areas to the west, east, and south. Single frequency
networks also exist in large areas of the mid-west and other parts of this country.

There are a number of reasons why these networks continue. At least some of the reasons are:

1. Population density is very low. Thus, hams are scarce and resources are very limited.

2. 2Meters may be the only VHF/UHF band node-ops are comfortable with.

3. There may be propagation problems on higher bands.

4. Land relief seems to be either very flat with sparse to no high points or very mountainous.

5. Weather conditions (especially winter) can be severe

6. Land ownership is often in federal hands. In many places, this makes access to high points
difficult and/or expensive.

7. Power sources may be very limited, though this is changing with the installation of cell sites.

8. Theinitial step of introducing a backbone is often seen as disruptive.

9. There is often a cultural resistance to providing resources for an activity such as BBS forwarding
which is seen as either no benefit or antagonistic to local users.

10. Such networks tend to inhibit the growth of packet & this can be seen as desirable by existing
users.
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11. Clubs are often not used to cooperating about anything more than a local repeater. Packet
networking sometimes seem to be more than they can cope * th.

Given this situation, what has been done and what can be done to improve these networks?

BACKBONE MYTHS

There are, of course, some myths which have grown up about backbones and these myths often
contribute to the reluctance to adopt this technology.

Myth 1: Backbones need to be on UHF. Of course thisis false, but still widely believed. As asimple
example, there is an excellent 6M, 2400 baud backbone which extends along the southern half of
Cadlifornia-Nevada border to Las Vegas, then east to Phoenix. While this backbone is subject to the
wide-area problems as single-frequency networks, it gets users off the linking frequency. 2400 baud
also makesit less simple for users to connect directly to it and increases throughput.

Mvth 2: Backbones can’'t be on 2M. Again, false. An interesting scheme is used in Alberta with a 2M
backbone on 145.01 and user ports at the high end of the 2M band. This provides better than 2MHz of
separation and standard repeater cavities can take care of this very well.

Mvth 3: You can’'t convert to a backbone without disrupting the network. False. Some creative
strategies for setting route quality are about all that is needed. Of course, there will be disruption when

nodes change from their old frequency to a new one, but experience has shown that the result is seldom
catastrophic.

Mvth 4: Backbone nodes are difficult to make. This may be somewhat true for a node with more than 2

frequencies, but for 2, only, itsa “snap”.

Myth 5: You can’t teach an old dog new tricks. Sorry, but packeteers have disproven thislong ago. A
backbone can be perplexing to users who have never used one, but the principles. = pretty basic and any
club worth its name can solve this without much difficulty. Besides, packeteers arc often there because

they WANT to be at the cutting edge, or near it, at least.

TWO METER BACKBONES

As Alberta hams have discovered, sparse population can be an advantage. There arc not many repeaters
and not much simplex use. Theresult isthat there are often repeater pairs at the high end of the band
which are not used. It also means that the simplex slot from 147.42MHz to 147.57MHz is probably
lightly used. The biggest problem may be that even a very lightly used simplex frequency or one which
does not seem to be used at all may be “claimed” by a group of hams. Real care needs to be exercised
when using the simplex option, but it can often work.

Using this scheme, a second 2M port is added to the networking node. This port is at the high end of the
band. Sometimes, a duplexer allows using one antenna for both ports. Then, after a “get acquainted”
time, the node parameters are set to disallow user conneers on the networking frequency.
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This greatly reduces the hidden transmitter problem for both users and the network. Users do not have
to compete with network activity and visa versa. Users can also see, quite quickly, the benefits of a
backbone and it can provide some real encouragement for technical or financia support.

This strategy can easily be used as a stepping-stone to backbones on other bands or at higher baud rates.
Once users are off the backbone, the actual backbone frequency becomes less important.

INSERTING A BACKBONE IN AN EXISTING SINGLE-FREQUENCY NETWORK

While the methods which have sometimes been used to add a backbone to an existing network HAS
resulted in disruption, it does not have to be very much. It only requires some thought, some planning,
and some careful execution. But its NOT “rocket science”.

FIGURE 2 - Simple Network
with Backbone link

FIGURE 1 - Simple Network

Consider the simple hypothetical network shown in Figure 1. Suppose that node-ops want to convert the
link between nodes A and C to a backbone. Technically, its not difficult to do that. A second TNC, a
second radio, and (often) a second antenna at each end is about all it takes. Without changing the user
frequencies at either end, the result is shown in Figure 2. The heavy line represents the backbone link.

At first, this arrangement would seem to be quite useless. But it is a very important first step. It is
critical, however, to choose some carefully thought-out route qualities to get any advantage from it. Lets
suppose that 192 is commonly used as the quality for good paths to neighbors. It is only necessary to
select a dlightly higher path quality for the backbone link, but this must be done at both ends. A value of
205 would work, so lets see what happens. The quality for any two-link path in the old network, say
from E to A to B, is 144. Likewise, the route from Eto D to Cis 144. But Eto A to Cis 153. The
preferred routing from E to C is now via the new backbone link even though a parallel link on the user
frequency is still present. This arrangement also provides an alternate route if the backbone does not

work as well at first as expected.

What are the consequences of this choice? Clearly, D will carry less of the traffic from E to C but A will
carry more. The users at D will have less network competition but those at A will see more. Depending
on existing traffic flow, this may be significant or it may not. But, in spite of this, there will be a net
reduction in user frequency activity at C because much is now going via backbone. And, while A gets
more traffic to and from E, it is transported by backbone to C, and the former traffic directly between A
and C is also now hidden. Users at A will probably see little net change, and it may improve. Clearly,
how the network traffic flow redistributes itself and what the consequence is depends on how much
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traffic and which nodes carry it. Generally, some uses will see a clear benefit and others will see
anywhere from a slight benefit to a slight degradation.

But, in spite of this addition, the node-ops are left with a dilemma. A and C need to retain their old
frequency in order to keep connectivity to the rest of the old network. What to do? The next thing might
be to add B or D (or both) to the backbone. Adding both is not really desirable, given the links shown in
Figure 1, because there is no link between B and D, and that probably means that one is hidden from the
other. Lets sunnose that B is the node which is added to the backbone. Figure 3 shows the resullt.

FIGURE 3 - Simple Network FIGURE 4 - Simple Network
with Backbone cluster with Backbone cluster

This arrangement is properly called a“cluster” but the node-ops of A, B, and C still have the same
dilemma. They have to stay on the old network frequency in order to retain connectivity. Users at both
B and C should still see a clear improvement, but it might not be dramatic.

Adding D to the cluster, while not desirable from a hidden-transmitter standpoint, will still result in
significant improvement, especially at A. Now, all network-level traffic passes through on a non-user
frequency at A, eliminating all competition with users. Because there are no remaining links (without
aternatives) to the old frequency for A, it can change frequency. The result of adding D to the cluster
and changing the user frequency of A is shown in Figure 4. From this ssmple move, usersat D, C, and B
will see a mgjor improvement because their nodes no longer have to compete with A. Drawbacks are:
traffic between A and E must now travel via D, and D becomes a single-point-of-failure in the new
network.

While no network will behave exactly like this example, it should be apparent that careful planning and
execution can result in the addition of a backbone without major disruption. In all of this, the only real
disruption was the frequency change at A, but I’d bet that the users would really like the results! And, all
of the gain resulted from alink which, at first, appeared to offer no real benefit.

IMPROVING EXISTING WIDE-AREA BACKBONES

There are many areas covered by backboned networks which cover far too large an area. A good
example is the 1.25M network in eastern Washington, eastern Oregon, and western Idaho. This network
contains at least 15 nodes from Mt. Hood in Oregon to Boise, Idaho to Spokane, Washington. The east-
west extent is about 280 miles (450km) and the north-south extent is about 300 miles (480 km). Clearly,
hidden transmitters are a problem and a simple check of the network map shows this to be true, even in
smaller sections of the network. Figure 5 shows this network and some of the connecting links to other
network .
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Figure 5 A Pacific NW 1.25M Backbone Network

The network shown in Figure 5 has some clear problems. Perhaps the most obvious is the group of 3
nodes at the west side which is connected only tenuously to the rest of the network. The one link works
only part of the year, and then, only for part of the time. Severa of the western nodes are heard
occasionally by other nodes in the eastern part of the network. For all concerned, operation would be
improved in both parts of the network if one section, say the western part changed frequency. Theeast-
west extent would then be reduced by over 100 miles (160 km).

A fairly clear improvement would be to change a portion of the eastern part of the network to another
frequency. This requires one or more nodes to become 3-port locations. But, several of the nodes
already have 3 or more ports and those should not have to carry added burden. One good candidate
would be the node called ALW; the linear path to Boise would then be away from the rest of the
network. Much of the remaining at least DCDs each other (most of the time) so makes sense as a
connected cluster. Here, we have one node adding one port and 5 others (BKE, #0ONO2, OREGON,
BOI1, and BO12) changing frequency. The cost is one radio and TNC and the result would be significant
improvement for all.

This example should show that one of the real aids to network improvement is to construct a map of the
network, and try to determine which paths work well, some of the time, or only rarely. Such maps often
help to show how the network functions and then, how it can be improved.

CULTURAL IMPEDIMENTS

Whileit is not frequently discussed, culture may play arole equal to, or greater than, technical
considerations in the development of networks.
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For example, in the Northwest, and | suspect also in other parts of the country, there have been literal
“wars’ over BBS forwarding and message content. These conflicts have often concerned issues of
whether a node should be “clogged” by BBS messages which some local users find worthless (ie, for-
sale messages from another part of the country). In some cases, nodes have been purposely |eft
unimproved just so that the flow of BBS traffic would not take place.

Another cultural issue has to do with keeping a packet node “for me and my buddies’. |f the nodeis not
improved, newcomers become discouraged and put their TNC back on the shelf. Then, the node is not
excessively congested and there is no obvious reason to “improve’ it.

The biggest problem is often that this kind of thinking is seldom discussed in the open. People rarely
admit that thisis really why the local node has stayed single port for 10 years.

When reasons like these surface, there are only afew “solutions’. Oneisto just leave things asthey are
and walk away. Another is to attempt to convince the responsible people that they, other packeteers, and
ham radio in general would all benefit from an improvement. Another is to make an end run around the
existing network, find a few who are interested in really improving things, and go at it yourself.

Another problem which is not well recognized is the need for cooperation. Ham groups are often not
used to working with neighboring clubs, especially over the wide areas required for a functioning packet
network. Often, there is suspicion or outright animosity, sometimes generated by prior conflict over
repeater frequencies. Sometimes, this can be overcome by some respected group inviting others to a
regional meeting about packet networking.

CONCLUSIONS

Several methods have been discussed for improving single frequency, wide area networks. Some of
these ideas may work in some situations, and some won’t. But above all, do not be afraid to think,
question, work with other hams, and find even better solutions than the ones suggested here.
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THE WORD STORAGE RELAY (WSR)
by Pat West, P.E. (W7EA)

One of the more complex systems developed during the cold war was the BOMARC missile system
developed by Boeing and the University of Michigan. The BO in the acronym stands for Boeing and the
MARC stands for Michigan Aeronautical Research Center. Boeing built two versions of the BOMARC, the
first one designated “IM99A” and the second “IM99B”. The “A” version used aliquid propellant boost
system with arange of about 250 miles and the “B” used a solid propellant for boost and had arange of at
least 400 miles. The BOMARC was a pil otless aircraft vehicle, developed and deployed to counter the Soviet
massed bomber threat. An artist’s version of aBOMARC missileis shown in Figure 1.

One of several electronic systems on the BOMARC was the command system. Figure 2 shows the
major part of the command system, ready for installation in missile Section 41. The UHF receiver was
mounted separately and is not shown in the figure. The command system responded to UHF radio commands,
to control the launch, boost, cruise and terminal dive time phases of the missile. | believe the command
system was an element of thefirst ever ground-to-air digital control system.

A brief summary of the role of the command system in a missile is as follows, please refer to Figure
3. A Semi-Automatic Ground Environment (SAGE) system used control centers a strategic locations in the
USA. Each control center received radar target reports via a radar network. If hostile aircraft such as a
bomber raid was identified by a control center, computers a the control center would generate digitd control
messages and would transmit them via land lines to a supporting BOMARC missile base. The control center
would supply data to a selected missile that would include takeoff azimuth and dive timer setting. This
information would be updated until such time that alaunch command would be given. At the missile base,
the flight control data would be transmitted to the missile by alow power UHF transmitter via a coaxia
digtribution system The UHF receiver in the missile would detect the data and pass the information on to the
Word Storage Relay (WSR). Each command would ultimately reach the missile flight control system.

When the liquid propellant booster was activated, the missile would follow a boost phase as
controlled by a transducer in the command system It would teke off on the azimuth set by the control center
computer. Commands from the control center during cruise phase would control the missile. These
commands were transmitted to the missile from a high power UHF transmitter located on the missile base.
When the dive timer was activated by the control center computer, the missile would dive on the target, the
terminal guidance radar would lock on the target and control the remainder of the flight. At a certain distance
from the target the fuse system would be activated to ultimately ignite the payload ordinance.

The digital data link from ground to air was a 14 bit system using a4 bit address, a 9 bit position
command for the addressed transducer and a 1 bit parity. Each bit took 10 ms and a complete word was 140
ms. A 460 ms period was allowed for transducer positioning before the next word was transmitted. Total
cycle time was therefore 600ms. Real slow when compared to today’s digital systems!

Each command system recelver on a missle contained a unique sub-channgd module which was the
technique used for missile sdection. The leading edge of a transmitted word would trigger the WSR and the
word would be stored for 460ms until the next cycle.

The brain of the command system was the Perkins-Reynolds Selector Relay, Patent No. 2795,773
asillustrated by Figure 4. This unit as used on the BOMARC “A” missile was referred to as Word Storage
Relay (WSR). The WSR was conceived and developed in1950/1951 by L. C. Perkinsand F. D. Reynolds,
engineering managers at Boeing. They developed the unit for a hobby, for the radio control of a complex

model fire boat. The WSR was used only on the IM99A missile.
Figure 5 shows the principle of operation of the WSR. The figure shows 20 reeds as used on their

model boat, whereasthe BOMARC “A” WSR contained only 14. A non-ferrous metal disk with aslot in
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the edge of it is mounted on a ferrous shaft. Surrounding the edge of the disk are a number of spring steel
reeds or fingers, whose outer ends are fixed to the frame of the device. The inner ends of the reeds are
located so that they may pass through the dot, one a a time, from one side of the disk to the other when the
dot isaligned with the reed. At all other times, each reed is trapped on one side or the other of the disk. A
trapped reed supplies ground to its associated relay. Every 600ms as synchronized by the command system
receiver, the WSR would be rotated a compl ete revolution in 140ms (Drive motor is not shown on the
figure). Reeds would be synchronously activated or released.. The WSR would be idle for 460ms until the
next cycle.

A magnet cail surrounds the shaft. An arm which is fixed to the shaft extends close to the dot in the
disk. When the coil is energized, this arm concentrates the magnetic flux on the one reed which is a that time
aligned with the slot, thereby pulling the end of the reed through the slot. In their free positions, the reeds
are on the side of the disk away from the flux concentrator arm and do not touch the disk. When the reeds
are attracted through the slot they become trapped on the concentrator-arm side of the disk, as a result of
the rotation of the disk and make electrical contact with the disk.

It is therefore evident that once per revolution, we have the choice of closing any reed switch or a
combination of them, leaving any or all closed that are already closed, opening any or all or leaving any or
dl open. At dl times when the dot does not line up with a particular reed switch, the switch remains in the
position it was left in the last time the slot passed it. Any configuration of open and closed switches
representing any binary number may therefore be set up on the device in one revolution and retained as long
& desred.

It is therefore obvious that the dotted disk must be rotated in a timed relationship with respect to the
information pulses applied to the reed switching coil, in order that the proper reed switches will be closed.
The rotation is controlled by a governed motor (not shown on Figure 5) so that the dot in the disk is digned
with each reed in turn at the exact time that the pulse intended for that reed actuates the magnet.

The command system included a box containing relays and a network of resistors. Certain relays
would be activated depending on the transmitted word contents. A transducer would be selected and a
transducer position would be derived by the relay/resistor bank. The existing transducer position would be
represented by a 900 Hz voltage magnitude as picked off the transducer rheostat. This voltage and the 900
Hz voltage from the resister network would be fed to a servo amplifier. The voltages would be compared and
the transducer would be repositioned to the commanded position.

The WSR was ultimately replaced with an all solid state unit as developed by Motorola.

The BOMARC bases no longer exist and deployed missiles were used for other purposes including their
employment as targets for other missile types.

There is an interesting story dealing with the invention of the Perkins-Reynolds Selector Relay. It
appears that they, as Boeing employees, were required to advise Boeing of their patent. Boeing told them
that the company had no requirements for a devise to control atoy boat and the patent was theirs. Ten years
later, the inventors took the model boat to England and won aworld championship with it. The model fire
boat is illustrated in Figure 6.

In the meantime, back at Boeing, they were having trouble coming up with a good system for radio
control of the BOMARC missile. The inventors made a pitch to Boeing management, they bought the idea
and directed the Boeing patent staff to reacquire the rights to the model-boat control invention. The
inventors signed a contract with Boeing and Mr. Reynolds became the manager in charge of the Boeing
version of the devise. According to a study, the use of that “toy boat” invention in the guided missile saved
350 vacuum tubes per missile. (Thiswas before the availability of transistors and integrated circuits.)
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On-air Measurements of HF Data Throughput
Results and Reflections

Ken Wickwire (KB1 JY)
kwick@mitre.org
KB1JY@WAIPHY

1. Introduction

For the past year ateam of colleagues and 1! have been collecting and analyzing data on
the throughput and other characteristics of various ARQ protocols available to hams and
commercia users for HF work. This activity was motivated by discussions (especially
among hams) about the relative merits of the new HF digital modes, such as PacTOR,
GTOR, CLOVER Il, CLOVER-2000 and PacTOR Il. Since the discussions often
centered on throughput in various conditions, and we were already running severa of the
protocols, we decided to see for ourselves. This paper describes our assessment approach
and measurement campaign, gives a summary of our main conclusions, and lists some
findings worth noting before protocol choices are made and protocol performance is
compared. The paper treats the packet and TOR modes in detail More extensive reports
on CLOVER Il, NOS TCP/IP and the ALE order-wire will appear elsewhere.

2. Our Approach to Throughput Measurement

The randomly varying HF “channel”; that is, the combination of propagation conditions
(fading, dominant ionospheric layer, etc.), and propagated and local noise, is generaly
agreed to be the worst radio channel. Over the past 20 years, powerful DSP techniques
have been developed to tame this wild conduit and put it to work for data transmission,
even when it resists being used for voice traffic. These techniques are now embodied in a
surprisingly large and growing number of data transmission protocols whose performance
is often impressive by HF standards. What people mean when they say (or write in an
advertisement) that one of these protocols is better than another is not always clear,

however.2

HF data transmission protocols can be divided for general discussion into two categories:
those with automatic repeat request (ARQ) and those without. In some cases, the latter
are called forward error correction (FEC) protocols, because they use FEC but not ARQ
to control errors. ARQ protocols, which are ailmost always combined with FEC in
modern systems, generally deliver error-free data, athough there is no guarantee that the
data will be delivered quickly. Since many users (espe:-ially military and governmental
users, and operators of forwarding stations) demand errc:-free transmission, ARQ
protocols have come to dominate technical discussions of late. For ARQ protocols, the
definition of throughput, for example, is relatively straightforward; for protocols without
ARQ, which can deliver erroneous data, the concept of HF throughput is more difficult to
define. For these reasons we have decided to concentrate on ARQ protocolsin our

assessments.

There are three basic ways to assess the throughput (and most other kinds of
performance) of an HF data transmission protocol. First, you can try to devise a

1 See the Acknowledgments and reference list at the end of the paper.
2 Although . recognize this shortcoming, we sometimes suffer from it ourse? .
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mathematical model of what happens during data transmission with it, convert the model,
if necessary, into computer code, and run the code (or your pencil) to assess (i.e., predict)
performance. While this is sometimes advocated as the best approach by those too lazy,
poor or otherwise constrained to try other approaches, it frequently produces
unconvincing or incomprehensible results. Many believe that the modeling approach is
best suited to the design stage of a new protocol rather than to the performance

assessment  stage.

Second, you can connect a pair of working systems through an analog or digital HF
channel simulator, which can be set up to accurately produce various levels of some of
the main phenomena of the HF channel, like multipath spread, fading and noise (usualy
Gaussian). Using a channel simulator with real hardware and software produces
statistically repeatable results and allows reasonable-if not necessarily convincing—
comparisons of different systems operating in so-called “standard channels,” namely the
ones whose statistics are programmed into the channel simulator. A channel simulator
cannot, however, reproduce the statistical variations in transmission quality that occur on
areal HF channel; it can't faithfully reproduce those caused by non-Gaussian (e.g.,
impulse) noise, intermittent and random interference by man-made signals with various -
waveforms, day-night transitions, and polar and equatorial propagation anomalies.

The third approach is through on-air measurements. This has the advantage that any one
measurement isin a sense completely realistic and convincing, but the disadvantage that
the conditions in which the measurement was taken are not generally repeatable. This
means that producing statistically convincing assessments with this approach requires
that alarge number of measurements be made (resulting in alarge sample-size) and that
attention be paid to realistic and representative path lengths, power levels, antennas,
diurnal variations and the spreads (variances) of performance statistics. This takes time
and alot of cooperation from several outlying stations.

We believe that a combination of channel simulator and on-air measurements leads to the
most convincing assessment of ARQ performance in the HF bands.3 The simulator
creates repeatable channel extremes, while properly conducted on-air measurements
comprise channel conditions the simulator hasn’t been (or can’t be) set for. This paper
discusses a measurement campaign we've pursued in that belief for the past year. We
should note that although our results allow an informative comparison of the throughputs
of the protocols we' ve treated, the past year’ s measurements need to be continued to
cover al seasons with all protocols and a wider range of sunspot numbers.

For our on-air measurements we try to write software that allows tests to be run
automatically, so that the mistakes-that we all tend to make during manual time-recording
and data-entry can be avoided. (Sometimes—as with CLOVER and NOS TCP/IP
implementations,—protocols come with their own interface software, and we use the
existing software capabilities. That |eads to some manual data logging.) So far, our
software has been written in C for the Macintosh operating system, but it would work
(with different 1/O calls) on different operating systems.

With our software, we always measure file transfer time from the start of character-by-
character uploading of afile to the sending modem to the time that a “message saved” (or
equivalent) sent by the receiving station arrives via the sending modem to the test

30f coursa this is only true when the two approaches produce results that agree, at least qualitatively. For
somesimulator results that agree qualitatively with our measurements, see Refs. 1, 2 and 3.



program*. Waiting for a “message saved” makes the transfer times a little longer than
they would be if a human operator (or program) at the receiving station recorded the
error-free arrival of the file. That in turn makes the throughputs slightly lower (i.e., more
conservative) than they would be otherwise, but that is a small and reasonable price to
pay for measurements that require only one program and no operator intervention during
tests.

In the next section we'll describe the philosophy behind our choice of equipment and file
types for most of the measurements made during our campaign.

3. Our Philosophy for Choosing Equipment to Use and Files to Be Sent

In choosing equipment (e.g., the KAM for PacTOR assessment) for our tests, we have
been motivated not only by expediency (we have KAMs), but by the view that
assessments of most interest to the most (prospective) operators are those of “common”
operating setups; that is, ones widely available at competitive prices, and ones that offer a
wide choice of operating modes and good technical support. While it is no doubt true
that some implementations of PacTOR, for example, may have higher throughput than
others because they use A/D quantization of bit energy or more advanced filtering, they
are probably not in wide enough use to be part of a“common” operating setup.
Nevertheless, if we had the time and money to buy and test al possible pairings of
implementations of a particular protocol, we would gladly do it, since performance of the
“best” or the “official” implementation is obviously of interest. In the meantime, we
unselfishly invite others to fill in the gaps left by our work.

Likewise, we have chosen at this stage ASCII English text files of various sizes to
compare the transfer capabilities of protocols. With due respect to the many who
probably send text files written in other languages, we believe that sending such files
represents a “common” application of the HF ARQ protocols described below. It should
be borne in mind that languages other than English and German, and files with a non-
standard distribution of characters (e.g., al upper-case characters), may benefit very little
from the Huffman text compression used in current PacTOR implementations.

When a protocol like PacTOR, GTOR or CLOVER Il comes with defaults for some of its
“protocol-tuning” parameters (e.g., GTTRIES and GTUP for GTOR and BIAS for
CLOVER II), we have used these defaults. This has been based on the belief that a
common setup would not have these parameters changed. (Optimal tuning of such
parameters is an area that should be looked at, however, and a few operators have
recently started to do so.) For packet, on the other hand, we consider good values of
PACLEN and MAXFRAMES to be highly dependent on channel conditions, and we
juggled these values frequently to increase throughput in our tests (see below).

Finally, our philosophy says that if a protocol or common implementation offers data
compression, then it should be used (if there’s a choice) unless we think it might
seriously expand a file (see the section below on data compression). This means that in
the case of PacTOR we used Huffman compression and in the case of CLOVER I, we
used the “PKLIB” compression (probably a Liv-Zempel-Welch variant) offered by the
standard (i.e., “common”) P38 terminal software provided by HAL with the modem.

4That is, we don’t include linking and “ negotiation” timesin our throughput cal culations. Others may view
these times as legitimate components of transfer times.
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In the next section we'll discuss some of the protocols we have assessed in the past year
of our campaign along with some more advanced ones we may get to later.

4. ARQ Protocols Developed for HF Use and Their Throughput

Table1 at the end of the paper lists most of the ARQ protocols that are in common use on
the air®. With the exception of the last three, all are used in amateur work, and the last
three, developed originally for military use, will probably enter the amateur world in
some form in the next few years.

The table classifies each protocol according to its modulation scheme, signaling
bandwidth, forward error correction capability, ARQ scheme, channel rate, character
format, compression capability and measured throughput for “standard” (mainly lower-
case) English text files. The throughputs with a O-symbol beside them have been
measured as part of our campaign, with enough samples for statistical significance in
current sunspot conditions. The other throughputs are based on channel simulator
measurements. The measured throughputs for packet and the TOR modes are from an
aggregate of short near-vertical-incidence skywave (NVIS) and longer one-hop skywave
(OHS) paths. For CLOVER Il and the ALE engineering orderwire, the throughputs are
from only NVIS paths. (We expect to begin OHS tests with CLOVER |1 this summer,
and to publish ALE, NOS TCP/IP and CLOVER results this year.)

It should be kept in mind that in agreement with our measurement philosophy, for our
packet and TOR throughput measurements we have used Kantronics KAMs with
firmware version 7.1 or higher. Other PacTOR implementations than the KAM’s may
yield higher or lower throughputs than ours. Note also that we have used the HAL P38
for al of our CLOVER Il measurements; more expensive models, like the PCI-4000,
have the computing power to select a 16-symbol signaling set, and may produce higher
throughputs.

5. Differences Between NVIS and OHS Throughput for TOR and Packet

NVIS throughput is generally lower than throughput over “standard” one-hop skywave
(OHS) paths; that is, fairly long paths on which fading (and resulting inter-symbol
interference) is relatively dight, and average signal-to-noise ratios are comparatively
high. In fact, one-hop skywave measurements paint a relatively optimistic picture of
what operators can expect in day-to-day communications over HF.

However, some protocols appear to improve more than others when you go from NVIS to
OHS operations. Tables 2 and 3 below (reprinted from recent papers listed in the
References) give NVIS and OHS throughput and other statistics for AMTOR, PacTOR,
GTOR and packet. (Recall that for packet, we juggled PACLEN and MAXFRAMES to
increase throughput.)

Throughputs in the tables are in characters/sec and times are in seconds. The first column
gives the average throughput and its standard deviation, the average throughput per Hertz,
the standard deviation of the mean throughput and the maximum observed throughpui.

The second column gives the number of links and the mean and standard deviation of the

SA recent newsgroup FAQ on signalling formats lists a number of ARQ protocols in use in Europe, the CIS
and Asia that we never heard of, so we may be misleading our readers with this statement. Most of these
protocols may be rather old and inefficient, like AMTOR, but we can't be sure.




“link time.” The third column gives the number of “negotiation times’ and the mean and
standard deviation of the negotiation time. Link time is the time (in seconds) between
sending the link command and receipt by the program of the “LINKED TO” notification.
Negotiation time is the time between sending the link command and the start of message-
file transfer. In most cases there are fewer negotiation than link times because we started
measuring the former part way through the campaign. The fourth and fifth columns give
the means and standard deviations of the transfer time and the number of transferred
characters.

The standard deviation of the mean (equal to the standard deviation of the throughput
divided by the square root of the sample size) is an assessment of the variability of the
mean itself (which has its own statistical variability). The sd_mean’s in the tables suggest
that our sample sizes are big enough to give us pretty high confidence that if we collected
many more throughput measurements under roughly the same conditions, we would not
get average throughputs that differed from the ones above by more than about a character
per second.

To calculate the average throughputs per Hertz [E ( tput /Hz) ], we divided the average
throughput by the average signaling bandwidth. We calculated the latter using the
formula for “necessary telegraphy bandwidth” (from the 1992 Dept. of Commerce RF
Management Handbook) BW = baud rate + 1.2 x shift, where shift for most of our TOR
and packet tests was 200 Hz. For AMTOR, the baud rate is of course 100; for PacTOR,
GTOR and packet, we used the rough average of the baud rates chosen automatically in
the PacTOR and GTOR modes and manually in packet. Our estimates of these average
baud rates were 150 (PacTOR), 200 (GTOR) and 200/300 (NVIS/OHS packet). The
resulting average bandwidths were AMTOR: 340 Hz, PacTOR: 390 Hz, GTOR: 440 Hz
and NVIS/OHS packet: 440/540 Hz.

The majority of NVIS measurements were at 3.606 MHz LSB, with some at 7.085 MHz
LSB and 1.815 MHz LSB. They were made during the winter over al daylight hours and
also in the evening, after dark; a few were made in the middle of the night. Interference
usually prevented throughput tests from about six to ten in the evening (2300Z-0300Z) on
3.606 and 7.085 MHz.

Most of the OHS measurements were at 10.141 MHz LSB. About 20% were taken at
3.640 MHz, 14.075 MHz, 14.123 MHz or 18.075 MHz, all LSB. These measurements
were made during the winter and spring over al daylight hours and also in the evening,
after dark. However, interference often prevented throughput tests from about six to ten
in the evening (2300Z-0300Z) on 3.640 MHz. The NVIS and OHS tests covered roughly
the six-month period from November, 1995, to April, 1996.

All measurements were made using transmitter output of around 100 watts, and all
stations generally used sloping longwires or dipoles. These setups can be viewed as
embodying average station capabilities. NVIS paths (in New England) were from 30 to
200 mileslong and OHS paths (on the east coast and from New England to the midwest)
were from 400 to 1200 miles long.

In discussing the TOR and packet results let’ s start with some observations on NVIS and
OHS communications quality in general. First of all, note that we haven’t collected data
on the fraction of tries in each mode that we were successful in linking, “negotiating” and
transferring a file. However, we have found that over OHS paths, the three TOR modes
and packet can get files through in the absence of strong interference on most tries during
the day. Thisisin contrast with our NVIS results, which showed that except during the
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mid-morning and mid-afternoon “windows,” packet and AMTOR had transfer
probabilities well below one.

Under difficult conditions (especially those on NVIS paths leading to marginal SNRs)
PacTOR occasionally out-performed GTOR in terms of throughput, although GTOR has
higher average throughput. This seems to confirm the rumor that GTOR needs high
SNRs for high performance. However, this “role-reversal” happened much less
frequently over OHS than over NVIS paths.

In the early evening on both NVIS and OHS paths, there was sometimes increased
interference on the frequencies we used. During these periods of interference it was rare
to see afile transferred. (An automatic link establishment (ALE) system, such as
prescribed in MIL-STD-188-141A, could probably have found a frequency without
interference.)

Table 2. Statistical Summary of NVIS Throughput Data

Mode E(thruput) [ No_links No_neg_tms | E(xfer_tm) | E(No_char)
sd(thruput) | E(Ink_tm) E(neg_tm) |sd(xfer_tm) |sd(No_chr)
E(tput/Hz) |sd(l_tm) sd(neg_tm)
sd_mn(tput)
max_tput

AMTOR 5.20 cps 226 70 4735 s 2358.1
1.13 cps 3.02s 824 s 2340 s 974.7
0.015¢cps/Hz | 3.16S 30.1s
0.08 cps
6.33 cps

PacTOR 17.83 cps 344 95 146.1 s 2452.7
5.50 cps 5.44's 38.7s 90.0s 1110.1
0.046 cps/Hz | 8.39 s 22.7s
0.30 cps
25.10 cps

GTOR 23.52 cps 335 76 120.0 s 2531.7
10.06 cps 554s 58.7s 958s 1580.3
0.053cps/Hz | 10.30's 309s
0.55 cps
44,12 cps

packet 5.68 cps 197 119 556.7 s 2484.9
3.53 cps 8.73 s 102.7 s 3676 s 1043.1
0.014 cps/Hz | 1048 s 66.9 s
0.25 cps
17.34 CDS

Turning to particulars, you can see that AMTOR and PacTOR average throughputs don’t
differ much on OHS and NVIS paths, athough there is a dight tendency t owar d greater
statistical variation (as measured by standard deviations) on NVIS paths. This similarity
of average throughputs may explain why you don’t hear much about differences between
performance on long and short paths in these two modes.

The big story is the differences between GTOR and packet performance on long and short
paths. Average GTOR throughput on OHS paths was almost 50% higher on OHS paths



than on NVIS ones (32 char/s vs 23 char/s). This may reflect the presence of consistently
higher signal-to-noise ratios (SNRs) on OHS paths, since GTOR is said to thrive on high
SNRs and suffer more than the other modes on low ones.

Packet throughput was two-and-a-half times higher on long paths than on NVIS ones

(16 char/svs 6 char/s). Some of this difference may have been caused by the fact that we
restricted all our NV IS tests with packet to 200-baud operation. Although we based this
restriction on observations of performance, it’s possible that a more aggressive choice of
baud rate on packet during the mid-morning and mid-afternoon “NVIS windows’ could
have raised NVIS packet throughput somewhat. However, this does not explain all of the
improved performance, whose source must be the better OHS channel (fewer packet bit
errors).

Another striking difference appeared in the average packet negotiation times

(OHS: 35 s, NVIS: 103 s). (Recall that negotiation time is the difference between the
time a connection request is sent and the time file transfer starts.) This difference in
average negotiation times apparently reflects the fact that the negotiation process for a
packet BBS upload, which involves transmission of frames of various sizes, exposes
packets at 200 baud much higher bit-error rates on NVIS paths than 300-baud
negotiations over OHS paths.

Table 3. Statistical Summary of OHS Throughput Data

Mode E(thruput) [ No_links No_neg_tms | E(xfer_tm) [ E(No_char)
sd(thruput) | E(Ink_tm) E(neg_tm) |sd(xfer_tm) [sd(No_chr)
E(tput/Hz) |sd(l_tm) sd(neg_tm)
sd_mn(tput)
max_tput

AMTOR 5.70 cps 104 92 5432's 3009.6
0.80 cps 262s 69.7 s 109.8 s 98.1
0.017 cps/Hz | 3.81s 152s
0.08 cps
6.33 cps

PacTOR 20.19 cps 153 139 176.1 s 3058.8
5.49 cps 470 s 408 s 1052 s 308.5
0.052 cps/Hz | 6.53 s 294s
0.44 cps
25.00 cps

GTOR 32.30 cps 158 144 1199 s 3126.6
9.88 cps 444 s 509s 1026 s 501.4
0.073cps/Hz | 7.96s 21.7s
0.79 cps
44.12 cps

packet 15.67 cps 108 108 2219 s 2975.0
4.58 cps 6.46 s 34.6s 1414 s 259.8
0.029 cps/Hz | 8.50s 17.7s
0.44 cps
24.59 cps

Maximum observable TOR throughputs were about the same for NVIS and OHS paths,
although, as mentioned above, individual measurements came closer to their maxima
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more often on the long then on the short paths. On packet, we achieved maximum OHS
throughput of about 25 char/s vs about 17 char/s for NVIS.,

6. Discussion of Packet Results

Our packet experiments over both NVIS and OHS paths have led to surprising resultsin
view of what we have read on newsgroup discussions and elsewhere. For example, over
OHS links we have consistently achieved average packet throughputs two to three times
higher than average AMTOR throughputs, although not quite as high as PacTOR, and
only about half of the GTOR average (see Table 3 above). The parameters we have
adjusted to do this are PACLEN, MAXFRAMES, FRACK, SLOTTIME, RESPTIME
and PERSIST, and we have done all our OHS file transfers at 300 baud. (Since we have
tried to choose frequencies and times where there is little interference, we have set
PERSIST very high and FRACK, SLOTTIME and RESPTIME low for aggressive use of
the channel.)

These high packet throughputs have been achieved, however, only during the day, and by
means of very frequent, manual, changes of PACLEN and MAXFRAMES. Furthermore, -
we have managed to find frequencies that were by and large free of significant
interference from other signals (this appears to rule out most of the 20m band). For
example, we have often been able to transfer files over both NVIS and OHS paths with
combinations like PACLEN = 100 and MAXFRAMES = 5 in the absence of contention,
which may be a revelation to some hams who have tried HF packet.

As agenera rule, as packet begins to work in the morning on our links, values of
PACLEN/MAXFRAMES around 40/1 work best. From mid-morning till late afternoon,
combinations like 80-100/4-7 often lead to high throughput. As the bands begin to
deteriorate, it's back to near 40/1. PACLENS greater than about 120 bytes usually suffer
too many bit errors on our NVIS and OHS links to be worth trying.

After about 5 PM local time during the winter, throughput rapidly fals, and for most of
the evening, getting files through in any mode was difficult. (We got some NVIS
transfers through in the middle of the night during the winter, but we didn’t try any OHS
transfers in the middle of the night.) On our links, trying a lower ham frequency in the
evening usually led to increased interference, against which none of the modes did a great

job.

Our experience with HF packet on OHS and NV IS links has convinced us that an
adaptive protocol that adjusted HBAUD, PACLEN and MAXFRAMES using feedback
on throughput could go a long way toward polishing HF packet’ s tarnished reputation.
However, with much better systems now available at reasonable prices, it is probably no
longer worth developing such a protocol.

7. The Effects on Throughput of Data Compression and File Type

Three of the protocols we have assessed over the air provide one or more types of
optional or hard-coded data compression: PacTOR has (optional) Huffman compression,
GTOR has hard-coded Huffman and run-length compression and CLOVER 11 with the
HAL interface software has one or more hard-coded compression techniques from the so-
called “PKLIB” suite. Other and future protocols may aso include one or more



compression capabilitiest. Of course, even when a protocol doesn’t include compression,
the user is free to compress his files off-line before he sends them, provided that the
protocol can handle the compressed format and the receiving station can de-compress the
files. (For an introduction to data compression see Ref. 7.) As mentioned above, we
almost always choose the Huffman option in PacTOR transfers of English text files.

How much afile gets reduced by a compression technique is strongly affected by the
file's type and the technique’ s approach, so that the user must have some understanding
of the interplay of the two if he wants to use compression for high throughput.

In general, the closer the distribution of afile’'s ASCII characters to the distribution of
charactersin “typical” English (or other language to which the Huffman code has been
tailored) text, the more Huffman will compress the file. The more repeated contiguous
characters or bytes (e.g., spaces) in the file, the more run-length coding will compressiit.
The more repetitions of byte-pairsin afile (“an,” “th” in “the,” etc.), the more so-called
Markov coding (multi-level Huffman) will compress it. The more repeated byte strings
in the file, the more “dictionary-based” methods like Lempel-Ziv-Welch (LZW)
compression will squeezeit’. Finaly, the bigger the monochromatic patches (e.g., big
expanses of white background) in a graphics file, the smaller a graphics compression
technique (like those used in JPEG and for GIF files) will make it.

These facts means that if you send a text file consisting of a high proportion of upper-case
characters with PacTOR, you won't get much benefit from Huffman, which relies (in
most PacTOR implementations) on a fixed text-character distribution in which certain
lower-case characters (like “€”) occur with relatively high frequency. Likewise, if you
compress afile off-line (e.g., zip it), you produce a compressed (g-bit, or binary) file that
looks alot like a pseudo-random string of bytes. If you then apply a built-in compressor
like one from the PKLIB suite used in the P38 CLOVER software from HAL, you will
find that the “compressed” fileis actually abit larger than the zip-file. (Of course, thisis
al right if the zip-ing did a good job.)

On the other hand, if you try to send an uncompressed executable (“.exe”) image as a
binary file with CLOVER Il and the HAL software, you'll find that the already pseudo-
random structure of most executable (binary) filesis likewise expanded rather than
compressed by PKLIB. To get efficient transfer by CLOVER 11, you should compress
executables off-line before submitting them to the HAL P38 terminal software.

Graphics files (not yet the main focus of our throughput experiments) are another story.
If they're GIF or JPEG files, they're generaly already compressed, so CLOVER and
most other compressors won’'t make them any smaller*. PICT and BMP files, on the
other hand, are not compressed, and often have big monochromatic chunks, so that the

6The TACO2 protocol suite developed by the DOD for transmission of battlefield-situation graphics over
HF has data compression as an integral part.

TFor this reason it is not a good idea to compare throughput for (cooked-up) files that consist of repested
sections (for example, those made by repeatedly pasting a section to the end of the file). LZW will
generally compress such afile by much more than 50%, whereas Huffman will only compressit by as
much as it compresses the first section. The resulting comparison is therefore probably unfair to the
Huffman, since in many cases one would send just the first section of such afilewith the advicethat it isto
be repeated N times at the receiver for whatever reason.

8The popular shareware EXPRESS terminal program that also runs the P38 and other HAL CLOVER
hardware offers built-in compression of files and tailored compression and transmission of graphics images.
Since EXPRESS doesn't (yet) fal under our definition of a “common” implementation (“comes with the
modem”), we don’'t cover it here.
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PKLIB compressor(s) in the HAL software usually make them alot smaller, with
correspondingly higher throughput.

So far in our NVIS experiments with CLOVER 11 using both compressed and
uncompressed files we have found that compression plays a crucia role in the relatively
high average throughput (above 40 characters/s) we report in Table 1. (Recall that this
average applies to compressed English text files, and that OHS transfers are not included
in our CLOVER data.) The average CLOVER |1 throughput over NVIS paths for
uncompressed files is only around-25 char./s, which is about the same as the GTOR

throughput of text files®.

As we pointed out in Section 3, we have not generally sent off--line-compressed files for
throughput comparison, so as not to penalize unfairly common implementations of
protocols (like AMTOR and standard AX.25 packet) that can’t easily handle binary files.
The field of throughput comparison using compression techniques that aren’t part of
“common implementations’ is a wide open and important one.

8. Concluding Remarks

One of the conclusions we' ve reached in our throughput assessments is that hams and
others need to separate long from short distance paths when they compare HF throughput
performance of ARQ modes, especially the amateur GTOR and packet modes. Some
moderation of opinion on HF packet performance may also be called for.

For HF data transfer, data compression plays a crucial role in increasing throughput, and
it should always be used when it significantly lowers file or message size and the
receiving station is equipped to handle decompression.

We hope that our throughput data will further clarify discussions of the HF digital modes.
Our results should put throughput measurements of PacTOR 1l and other HF data-
transmission systems in perspective. We have plans to report someday on the
performance of some of those newer modes, and encourage those already in a position to
do so to publish their measurements.
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Table 1. Rdiable Protocols for HF Communication

Protocol M odulation|Bandwidth FECA ARQ Chan. Rate [ Character| Compression [ Avg. Tput
(Hz) (Symbols/s) Format (char./s)
NOS TCP/IP+ BFSK = 500 NO CRC§ = 2004 8-bit ASCII No 2-60
AX.25 Packet BFSK = 500 NO CRC* = 2004 7-bit ASCII No 110
AMTOR BFSK = 500 NO parity check§ 100# Baudot No 50
PacTOR BFSK = 500 NO CRC** 1007200# | 8-bit ASCII Huffman 190
GTOR BFSK = 500 Golay CRC** 100/200/300# [8-bit ASCII | Huffman/run-len 280
CLOVER Il BPSK-8PSK+ 200 Reed-Solomon | CRC*** 31.25# 8-bit ASCIT|PKLIB zw?) 40-500
PacTOR [| | BPSK-8PSK 450 Convolutional CRC** < 300# 8-bit  ASCI|| Hut/rn-len/Markov 40-50
CLOVER-2(Q00 BPSK-16PSK{ 2000 Reed-Solomon |  CRC*** 31.25# 8-bit ASCIT|PKLIB (Lzw?) 160-200
ALE EOWn 8FSK = 1800 Golay CRC**§ 125 7-bit ASCII NO 70
FED-STD-1052] BPSK-8PSK# = 2700 Convolutional CRC*** 2400 8-bit ASCII 1BD 150
SHAPE T( BPSK-8PSK} = 2700 Convolutional CRCF** 2400 8-bit ASCII 1BD 150

*

Amateur channel rates are limited by an (outdated) FCC restriction to 300-baud operation at HF.
(Shown rates are those settable by an adaptive ﬁrotocol or those we set for on-air measurements.)
TCP/IP can go much faster with much higher throughput when a more robust modem is used.
Protocols with interleaving: GTOR, PacTOR I, ALE, FED-STD-1052, SHAPE Technical Centre.
Stop-and-Wait ARQ.

On-air measurements using text files over actual NVIS or OHS paths.

Stop-and-Wait or Go-Back-N ARQ.

**  Stop-and-Wait with “memory ARQ.”

**§Stop-and-Wait with memory ARQ, up to six retries.

***Selective Repeat ARQ.

T For the P38. Other models can go up to 16PSK and 160QAM (quadrature amplitude modul ation).

(The “PSK” waveforms are actually four-tone hybrids that switch phases during zero-amplitude intervals.)
9 Also uses various QAM modulations.

x  Engineering order wire (not implemented in every ALE system).
+ Usually employs MIL-STD-188-110A serial-tone modem and sometimes ALE to choose channel.

* Ow >+

Notes

1. PacTOR, GTOR, CLOVER, PacTOR |I, FED-STD-1052 and SHAPE TC are automatically adaptive.
2. CLOVER |1 average throughput is probably higher with models that can use 16 signalling elements.

3. Assessed linking probabilities: high (CLOVER II, ALE); moderate (AMTOR, PacTOR, GTOR);
low (NOS TCP/IP at night, AX.25 packet at night).




On-air Measurements of MIL-STD-188-141A ALE
Data Text Message Throughput over Short Links

Ken Wickwire
kwick@mitre.org

For the past six months a colleague W 1IMM and | have conducted automated
measurements of throughput when ASCII text files are sent over short or “tactical” HF
paths using the ALE Data Text Message (DTM) engineering orderwire (EOW). Thisis a
preview of our results.

Tactical HF links generally use either surfacewave or near-vertical-incidence skywave
'NVIS). Surfacewave works out to about 50 miles and NVIS to about 300 miles.
Multipath, D-layer absorption and interference usually affect NVIS, which usually has
lower throughput than communications over “standard” (i.e., long) one-hop skywave
paths.

ALE systems' ability to measure channel quality, and use it to make choices of good
channels, now offers improved performance over tactical paths, ALE systems employ a
slow but robust waveform that uses interleaving and two kinds of forward error
correction (FEC) to combat the fading, noise and interference of HF channels.

ALE standards prescribe three engineering orderwire protocols for half-duplex data
transfer: the Automatic Message Display (AMD) mode, the Data Text Message (DTM)
mode and the Data Block Message (DBM) mode. DTMs can transfer ASCII text using
the ALE waveform and an ARQ protocol.

We have carried out more than 200 measurements of throughput (in char/s and char/s/Hz)
using DTMs on a 35-mile path. We have used 125-watt Harris RF5022 ALE radios,
which implement DTMs of constant size (300 bytes) and “memory ARQ,” in which up to
Six erroneous repeats of a message segment sent asa DTM are stored and compared when
necessary in an attempt to construct an error-free segment. The RF5022’s ALE firmware
segments messages longer than 300 bytes into 300-byte DTMs. These DTM-segments
are ACKed one at a time. Experiments suggest that messages 300 to 1000 characters
long produce the highest throughput consistent with shortest run time.

Our two stations used broadband sloping longwires that allowed the radios to drive the
antennas without tuners. The antennas have both vertical and horizontal components, so
that they can launch both surfacewave and NVIS signals.

The ALE modems were programmed to try frequencies between 2 and 16 MHz.
(IONCAP runs suggested that any link above 8 or 9 MHz probably used surfacewaves,
which were chosen frequently at night, when interference was heavy.) The tests covered
seven months from September, 1995, when the average sunspot number was near the
bottom of its cycle.

Our measurements were automated by two C-programs. The first runs throughput tests.

At the start of atest, and between DTM transfers, the receiving station is scanning the set
of programmed frequencies and will stop upon hearing acall. If alink occurs, the calling
and receiving stations negotiate a DTM transfer and the sender begins sending the DTM.

The program usualy starts by performing a link quality assessment (LQA) exchange,
which gives both stations up-to-date info on channel quality. After the exchange, the
calling radio links with the receiving one. When the calling radio informs the program
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that alink has been established, the program commands the local radio to list the channel
number and the corresponding LQA scores for later analysis.

When the LQA scores for the linking channel have been logged, the program prepares the
local radio to send an orderwire. It then uploads a standard English ASCI| text file for
transfer. After sending commands that require a particular response, the program invokes
afunction caled chkresponse () that scans the seria-port input from the local radio for
the appropriate response (“LINKED”, “MESSAGE RECEIVED”, €tc.).

As the program runs, timers set by the computer’s clock measure “link time” and
“message transfer time.” Message transfer time is the time between start of character-by -
character uploading of the file to the local radio and receipt of the MESSAGE
RECEIVED notification. Transfer time does not include link time. The program
calculates throughput by dividing the number of characters sent by the message transfer
time. Since the message transfer time includes the few seconds needed for the receiving
station to send the MESSAGE RECEIVED frame, the throughput measurements are
dlightly pessimistic.

The throughput-measuring program writes its results to an archive file. The archive file
stores appended, time-stamped data in abbreviated format that can be analyzed off-line by
a statistics program. Here is abbreviated statistical output for all the tests run up to 6 May

1996:

no_ALE links = 235

E(link_time ALE) = 25.96 s, sd(link_time ALE) = 21.42 s

E(transfer_time ALE) = 139.9 s, sd(transfer_time ALE) = 98.7 s

E(no_file chars ALE) = 770.4, sd(no_file chars_ALE) = 615.1

E(tput_ALE) = 5.21 cps, sd(tput_ALE) = 1.16 cps, sd(mean_tput_ALE) = 0.08 cps
maxX_thruput_ALE = 6.60 cps, E(thruput_ALE/Hz) = 0.003 cps/Hz

Linking histogram:

Channel 1 (2.394 MHz): 1 1link

Channel 2 (2.824 MHz): 70 links
Channel 3 (3.166 MHz): 29 links
Channel 4 (4.565 MHz): 8 1links
Channel 5 (5.031 MHz) 56 links
Channel 6 (6.870 MHz) 4 1links
Charnnel 8 (7.850 MHz): 1 1link

Channel 9 (9.305 MHz): 7 1links
Channel 10 (10.330 MHz): 3 1links
Charnnel 11 (10.523 MHz): 5 1links
Channel 12 (13.692 MHz): 45 links

Channel 13 (15.487 MHz): 6 links

E() and sd() stand for the expectation (average) and standard deviation of a measurement.
About two-thirds of a set of measurements will be within one standard deviation of their
mean and over 90% will be within two. Thesd (mean_tput_ALE) here suggests that our
sample sizes are big enough to give us high confidence that if we collected more
throughput measurements under roughly the same conditions, we would not get average
throughputs that differed from the one above by more than a tenth of a character per
second. One should keep in mind that our “conditions’ correspond to winter and spring
operations at low sunspot numbers. Average throughput in other seasons and at much
higher sunspot numbers will probably be different.

To calculate the average throughputs per Hertz [E (t hr uput ALE/Hz)], we divided the
average throughput by the ALE signaling bandwidth. For the latter we used the formula



for “necessary telegraphy bandwidth” (from the 1992 Dept. of Commerce RF
Management Handbook):

BW =R/10g2(NT)+fmax _fmin’

where R (= 375 bits/s) isthe channel rate, Ny (= 8) isthe number of MFSK tonesin the
ALE waveform, f... (= 2500 Hz) is the highest tone and f,,;, (= 750 Hz) is the lowest
tone. For these values, the signaling bandwidth is 1875 Hz. At the end of its output, the
statistics program prints histogram values of the frequencies chosen for linking by the
sending ALE radio (more on these below).

Because of the relatively low channel rate used by the ALE waveform (375 bits/s or 125
symbols/s), and the high overhead used to provide the waveform’s robust forward error
correction (about five-sixths of the channel rate), average DTM throughput (about 5
char/s) is modest. What distinguishes ALE DTM transfers from ASCII transfers using
several other ARQ protocols, like the AMTOR, PacTOR, GTOR and AX.25 packet
protocols, is the fact that on tactical links, DTM transfers are much more frequently
successful, especialy at night. The main reason for thisis ALE’s ability to look for
another frequency for linking if the previously tried frequency fails. File transfers were
successful on roughly 90% of the automated attempts.

Our ALE systems have probably often linked on surfacewave and possibly E-layer
frequencies rather than on NVIS frequencies, which lie near the bottom of the HF band.
Surfacewave frequencies appear to have been chosen often at night. (Most traditional
propagation prediction programs do not suggest surfacewave frequencies for night time
or any other operation.) One reason for avoiding NVIS communications at night is that
there is almost always more interference on NVIS frequencies at night than during the
day. For short-range communications, it is important to use antennas that can launch
both NVIS and surfacewave signas; that is, antennas with both vertical and horizontal
components.

The relatively small standard deviation of DTM throughput reflects the DTM protocol’s
restricted ability to adapt to changing conditions. The low variability of throughput over
short paths and the reliability of transfer are also reflected in the fairly small difference
between average and maximum (6.6 cps) observed throughput.

Average link time was about 26 seconds, with a standard deviation of about 21 s. This
standard deviation implies that establishing a link required at least two attempts fairly
often during our tests. (A single successful link handshake takes about 20 seconds.)

The histogram data produced by the statistics program are graphed below. The histogram
shows that most DTMs were transferred at 2.824, 3.166, 5.03 1 and 13.692 Mhz. The
middle two frequencies were chosen mostly during the day and probably supported only
NVIS. The 2.824 MHz frequency appears to support both surfacewave and NVIS.

(2.394 MHz may have had antenna-matching problems that caused its poor performance.)
The transfers on 13.692 MHz were mostly at night and were probably by surfacewave. It
is unlikely that an inexperienced communicator would have tried 13 MHz for night-time
operation over thislink.
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These on-air results suggest that although the ALE DTM engineering orderwire mode is
relatively slow, on tactical links it can perform ASCII file transfers more reliably than

several other ARQ systemsin current use.
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CLOVER - The Technology Grows and Matures
Lessons Learned and Pleasant Surprises

Bill Henry, K9GWT

The“CLOVER” waveform ideawas first presented to radio amateurs by Ray Petit in the
July, 1990 issue of BEXnarrow-bandwidth mode that required custom radio
transmitter and receiver design soon evolved into a more universal waveform for use with
any HF SSB transceiver - called “CLOVER-II".

Development of CLOVER-II was not as simple or as fast as we had expected. It seemed
like we were frequently “re-inventing the wheel” and development schedules were re-
written every week. After a few false starts and a couple “wrong turns’, CLOVER-II
was findly shipped and put on-the-air in late 1992. Since then, thousands of CLOVER
modems have found their way into ham shacks around the world. CLOVER-II is now
availablein severa different versions of the PCI-4000, the P38, and the DSP-4 100
modems as well as in customized systems for commercia and government customers.
CLOVER has now been used in every conceivable HF radio application. This includes
ham radio, ship traffic, aircraft communications, bank data transfer, computer file transfer,
Image transmission, and even digital voice. Virtually anything that can be digitized and
stored in a PC has been sent somewhere via HF radio and CLOVER, often at data
throughput rates that match or exceed those we see on 1200 baud VHF packet radio.

Early CLOVER Lessons:

CLOVER started with a great burst of enthusiasm. We had a bunch of new ideas and a
“hundred or so” ways to implement each one. The new DSP architecture promised
unheard of design freedom. Thiswasour first product where virtually every detail was set
by software. We soon became quite familiar with the phrases: “It's only software.” -
usualy followed by - “It will take how long to make that change?’ We demonstrated the
“gaslaws’ often, especially the one that states “ gas expands to fill the available volume”.
Our verson is “Software expands to fill available memory space and consume al
processor time”.

CLOVER itsdlf experienced many evolutiond changes. The first version had a bandwidth
of 100 Hz, one tone and used only one phase shift modulation mode. During
development, the CLOVER waveform soon expanded to four tones, a bandwidth of 500
Hz, and atotal of 160 different modulation modes - area “knob-twister’s paradise’!
Coming from the HF packet world, we also intended to fix some of the problemswe'd
seen with AX.25 on 20 Meters. The CLOVER ARQ protocol therefore includes selective
block repeat, in-block error correction coding, bi-directional data flow (no “OVER”
command), and adaptive modulation control. While some or all of these ideas had been
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used previoudy, CLOVER was the first to combine the multi-level, multi-mode
modulation waveform with an ARQ protocol specificaly designed for use over HF radio
links. No doubt about it, CLOVER is a complicated mode.

Predicting software completion turned out to be very risky business. Thefirst target
release date was “April, 199 1". This quickly dipped to “fal, 199 1" to “April, 1992" and
finally to “November, 1992 (actualy the last day of November, 1992). AND - we weren’t
done! During the first 6 months of CLOVER's commercid life, we issued 8 no-cost
software up-grades. We've since provided amost 50 software changes to CLOVER and
DSP software, the most recent occurring this summer - July, 1996.

While the hardware schematic and block diagram have been very stable, parts cost and
avalahility have been continuing problems. Price and delivery promises made in 1990 by
suppliers have proven to be “optimistic dreams’. This is particularly true of the Motorola
DSP components. The cost of these parts remains high and periodicaly they become
“non-deliverable’. In early 1995, frustrated with this high cost and unpredictable delivery,
we redesigned the modem to use the much |ess expensive and more available TMS320C25
processor and related parts. The P38 modem isthe result, the first and so far only DSP
modem with a list price under $400 (it usualy sdls in the “mid-$300 range).

Findly, CLOVER has experienced the typicad problems of a pioneering mode. Correctly
tuning the radio receiver to exactly match a CLOVER signal takes practice. Virtudly dl
radios made since 1990 can meet the +10 Hz tuning increment requirement, but you need
a“soft touch” on the knob and patience to make small corrections and then wait. Once
learned, tuning a CLOVER signal iseasy - BUT -it'snot like any other mode you' ve ever
used! Likewise, tuning the transmitter for no ALC and less than “Max-Smoke” output
takes persona discipline, particularly hard for us old-time RTTY types. These are not
new problems in HF radio. The early SSB pioneers faced the very same problems in the
1950’s. Tuning-in an SSB signal was alot harder than tuning an AM signal. 40 years
later, we think nothing of tuning an SSB signal - “No big deal”! Likewise, we all soon
learned that adjusting a linear amplifier was a lot different than tuning the AM finas for
“cherry-red plates’. Inaccurate tuning and incorrect transmitter adjustment severey limit
CLOVER performance and have frequently been the underlying problem behind “it
doesn't work” complaints. After 5 years, CLOVER isfinally tuning the comer where we
ae getting comfortable with using it and can aso say “no big deal” about these problems.

Marine CLOVER:

Ships at sea have used the “SITOR” mode for HF data communications for 30 years.
Specia frequency channels are dlocated for ship-to-shore Narrow Bandwidth Direct
Printing Telegraph (NBDP) use. “Paired frequencies’ are used with ships transmitting on
one set of channels and shore dtations on another set. Within the “ship” or “shore” sub-
bands, the channels are spaced exactly 500 Hz apart. Particularly in the case of shore
dation alocations, every 500 Hz wide channd is in active use, usudly by very powerful
transmitters (1 kW to 10 kW). It is therefore very important that adjacent channel
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interference be prevented. HAL has teamed with Globe Wirdless of Haf Moon Bay,
Cdiforniato develop a special version of CLOVER that istailored to meet ship-to-shore
requirements. While the original CLOVER-II waveform has a frequency spectrathat is
exactly 500 Hz wide (@ -50 dB), this leaves no “guard band” between adjacent channels
for tuning error. A marine version was therefore devel oped that has a -50 dB bandwidth
of 400 Hz, wdl within the FCC Part 80 limits for use on NBDP HF channdls. We cdl this
version “CLOVER-400". The spectra of CLOVER-400 and the FCC limits are shown in

Figure 1.

Globe Wireless has created a “ Global Radio Network” of public coast stations
distributed around the world. All public coast stations are tied into the global network via
whatever common carrier service ismost cost effective for that location (wire line,
satellite, Internet, etc.). Regardless of its location at sea, a ship can establish HF radio
contact with one or more network coast stations. When not actively sending data, each
ship receiver congtantly scans the frequency list of Globe dtations, listening to traffic or
SITOR “free signals’, and logging signal quality data for each station heard. At any given
time, the shipboard computer therefore “knows” which frequency and station is optimum
for communications. Each ship acts as a “ passive sounder”, obtaining “LQA” data (Link
Quality Assessment) for each usable coast station without the need to transmit.

All coast stations are equipped to use either SITOR or CLOVER-400 on NBDP HF
channels.  To maintain compatibility with older vessels, communications start in SITOR
mode and then switch to CLOVER-400 when the shore station recognizes a CLOVER-
equipped ship. Use of CLOVER not only increases the speed at which datais delivered, it
also provides error-corrected 8-bit data transfer of any computer file, be it text, data,
image, or executable software. In fact, new software for the CLOVER modem on each
ship is passed via CLOVER on HF radio - the system upgradesitself All this is
accomplished at a fraction of the cost the user would otherwise have to pay for satellite
communications.

Voice Bandwidth CLOVER:

While amateur data modes emphasize narrow bandwidth (500 Hz or less) to conserve
limited spectrum, commercid and military HF dlocations are virtudly dl for “voice
bandwidth” channels (ship-to-shore excepted). The U.S. Civil Air Patrol (CAP) has made
full use of the four “tone channels” of CLOVER-II to expand the capacity of their limited
number of HF channd dlocations. The CAP technique is to share an HF voice channel
between four non-interfering and independent CLOVER ARQ links. This application
takes advantage of CLOVER' s exceptionally high stop-band suppression. Selection of the
CLOVER-II “tone channel” is a user-set feature included in al PCI-4000 and DSP-4100
modems (not availableinthe P38 modem). The CAP CLOVER “multiplex” of a voice
channd is shown in Figure 2.
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CLOVER technology has also been expanded to gain higher data throughput by using
more tones and a higher symbol rate. “CLOVER-2000" uses 8 tones, a symbol rate of
62.5 Baud, occupies a bandwidth of 2000 Hz, and has a data throughput rate that is
approximately 4 times that of CLOVER-I1 - up to 250 bytes/sec. (2000 bits/sec). The
spectraof CLOVER-2000 is shown in Figure 3, typical throughput characteristicsin
Figure 4, and ARQ timing information in Figure 5.

On-the-air testing of CLOVER-2000 has shown that it is very robust and often provides
better communications than smple scaing of CLOVER-II performance might predict.
Over an 800 mile path on 10 MHz at mid-day, CLOVER-2000 has reliably provided data
transfer at an average rate of 1000 bits-per-second, and frequently running at 1500 to
2000 bits/sec for 5 to 10 minute periods. The wider bandwidth and faster symbol rate of
CLOVER-2000 (compared to CLOVER-II or CLOVER-400) do not cause excessive
block falure or repeats. In fact, the short ARQ frame of 5.5 seconds makes CLOVER-
2000 very respongve to changes in the ionosphere.

CLOVER Modems:

There are now three modem products that support one or more versions of CLOVER -
the PCI-4000, the P38, and the DSP-4100. There have been 4 mgjor versions of the PCI-
4000, two of which are dill in current production. The “standard” PCI-4000, first
introduced in 1993, will support CLOVER-II and FSK modes (RTTY, AMTOR, Pactor)
but cannot be used with CLOVER-400 or CLOVER-2000. CLOVER=400 capable
modems (caled “GL-4000") are only available from Globe Wirdess. Use of CLOVER-
2000 (or CLOVER-400) requires a faster 68000 processor and additional memory. This
hardware version is called the “PCI-4000 Plus’. All versions of the PCI-4000 use on-
board DSP and 68000 software that is upload viathe PC databus. Software up-dates can
be quickly and easily obtained from the TECHLINE BBS.

A low cost DSP modem was introduced in 1995 to provide CLOVER technology to radio
amateurs at minimum cost. As noted earlier, it was necessary to change the DSP system
from the Motorola DSP56001 to the TI TMS320C25 (plus related components). The TI
‘C25isa*“previous generation” device and does not have the speed or convenient
instruction set of the 56001. Fitting CLOVER-II into the ‘C25 was a real “squeeze’. As
might be expected, thisrequired a few trade-offsin performance and reduction of some of
the deluxe features of the “high horsepower” PCI-4000. |n particular, the P38 does not
have processing power to receive the highest two amplitude modulation modes - 8P2A
and 16P4A. The P38 will, however, communicate via CLOVER-II with any other P38,
PCI-4000, or DSP-4100 equipped station. Like the PCI-4000, DSP and 68000 software
for the P38 is loaded via the PC bus and up-dates are readily available from TECHLINE.
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CLOVER-2000 MULTI-BLOCK ARQ DATA FRAME
ARQ DATA FRAME -
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(1.088sec. (n Bl ocks)
i 7 [ 2 I i 3 [ ﬁ ? |
RECCBJG| — — — — - — R G DB2}/fGl 000 R DBVGR CCBlG) — — — — — RY|DB(n+1 G|
KRR | 2 A IR | 71
I ! i |
| T
R = Ref. Sequence = 0.016sec.
DELAY i_’DELAY CCB = BPSM/17/60 =  0.272 sec.
G = No-Signal Gap = 0.016 sec.
DBn = Data Block = var, sec.
ROBUST BIAS (607) BYTES, MaX BLOCK BLKS/ | ARQ FRAME |THRU-PUT
RATE | MOD BLOCK | FRAME | ERRORS| TIME FRAME TI VE BYTES/ SEC
br). 165 | 16P4A | 255 900 300 0,688 sec 6 5,440 sec 165.4
| 10 |8P2A | 255 600 200 1,024 sec 4 5,440 sec 110.3
/M 83 | 8PSM 255 450 150 1,360 sec 3 5.440 sec 82.7
o/ 55 | QPSM 255 300 100 2,048 sec 2 5,440 sec 55s
28 | BPSM 255 150 50 4,080 sec | 5,440 sec 27.6
NORMAL BIAS (7S5%Z) BYTES/ MAX BLOCK | BLKS/ | ARQ FRAME | THRU-PUT
RATE | MOD BLOCK | FRAME | ERRORS [ TIME FRAME TIME BYTES/ SEC
<f | 207 | 16P4A | 255 1128 186 0,688 sec 6 5440 sec 207.4
> | 138 | sPea 255 752 124 1.024 sec 4 5,440 sec 138.2
B9 104 | spsm 255 564 93 1.360 sec 3 5,440 sec 103.7
i 69 | QPSM 255 376 62 2,048 sec 2 5.440 sec 69.1
35 | BPSM | 255 188 31 4,080 sec 1 5.440 sec 34.6
FAST BIAS (907> BYTES/| MAX BLOCK BLKS/ | ARG’ FRAME | THRU-PUT
RATE | MOD BLOCK | FRAME | ERRORS| TIME FRAME TIME BYTES/ SEC
— | 249 | 16P4A | 255 1356 72 0.688 sec 6 5.440 sec 249.3
) 166 | s8P2A 255 904 48 1.024 sec 4 5,440 sec 166.2
(" [ 125 | spsw 255 678 36 1.360 sec 3 5,440 sec 124.6
83 | QPSM | 255 452 24 2,048 sec 2 5,440 sec 83.1
42 | BPSM | 255 226 12 4.080 sec 1 5,440 sec 41.5
Figure 5.
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The DSP-4 100 modem was introduced in late 1995. Unlike the PCI-4000 and P3 8, the
DSP-4100 is not a plug-in card for a PC. Rather, the DSP-4100 operates from 12 VDC,
handles data and commands viaan RS-232 serial /0 port, and has status lamps on the
front panel. In short, the DSP-4100 looks and acts much like a standard phone line
modem, but it is used with HF radio systems. The DSP-4100 is proving to be the most
popular configuration for commercial use of CLOVER particularly in applications where
battery power and/or lap-top computers must be used. The DSP-4100 uses non-volatile
Flash ROM which also may be upgraded by loading new DSP or 68000 software viathe
serid port. Thus, softwarein al three DSP modems can be easily upgraded without
opening a cabinet and replacing EPROM IC’s.

In The Future:

CLOVER continues to grow and improve. Present software gives performance and
features that were not available when CLOVER started. The “it’s only software”
development problem is findly working in our favor. Within limits, virtualy every
CLOVER modem sold can be upgraded in the field at little cost to the user. Custom
versions of the hardware, terminal software, and CLOVER itself have been and continue
to be developed to meet the needs of itsusers. CLOVER-2000 and the DSP-4100 have
greatly extended the horizon for use of CLOVER technology. CLOVER modem
hardware and software is dready being indtaled ingde some models of HF transceivers. In
these systems, there are no outward signs that CLOVER is being used unless you turn up
the receiver volume control and hear the distinctive 4- or 8-tone “CLOVER twitter”.

The future direction of CLOVER technology - waveform, protocol, software, and
hardware - will be determined by the user. CLOVER provides the “missing link” that
makes HF radio an attractive cost-effective alternative to satellite or wire-line data

communications.
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Constructing a Worldwide HF Data Network

Problems and Solutions

Introduction

The construction of adata communications system presents awide range of challengesto
the network designer, depending upon the needs of the users. Choosing High Frequency
(HF) radio as the communications medium adds significant chalenges of its own —
challenges that are known to radio amateurs and shortwave listeners worldwide.

This paper describes the design choices made by a commerciad company, Globe Wireless,
while setting up a Globa Radio Network to serve the maritime industry. The technica
choices were based, at least in part, on methods and practices first developed in the
amateur radio community. Perhaps the explanations that follow will assist amateurs when
faced with smilar choices.

History

The maritime transportation community has aways had a need to communicate with ships
at seafor commercia reasons. In addition, sailors have felt an understandable need for
reliable communications in the event of an emergency a sea. Since early in this century,
HF radio signals have been used for both purposes. More recently, satellite systems have
also carried this traffic, to the point that many of the installed radio systems have not been
modernized.

In the past, every seagoing nation of the world established its own Public Coast Station to
sarve the needs of ships in its vicinity, as well as that nation’s fleet while it was on the high
seas. This led to the development of, and competition between, large, high powered HF
radio dtations that attempted to cover the globe fi-om a single location. About fifteen
years ago, the first communications satellite to serve ships at sea was launched. Since that
time the use of HF radio by ships has declined in favor of satellite sysems. Today, nearly
haf of the world's fleet is equipped with an Inmarsat system, and that percentage is
increasing.
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Today, public coast stations offer two basic messaging services, radiotelegraph (Morse
Code) and radio telex (using SITOR protocol).  Some public coast stations also offer
voice services but that is an entirely different subject and beyond the scope of this paper.

Morse Codeis still the primary means of communication for asurprisingly large number of
ships at sea. We estimate that 10,000 ships still communicate exclusively viaMorse Code.
The use of Morse Code by ships a sea is declining and will cease sometime after the full
implementation of the Globad Maritime Distress and Sefety System (GMDSS) in February
1999. Thiswill happen because GM DSS mandates the use of modern, automatic
communications systems and eiminates the requirement for an experienced radio officer
(RO) aboard ship.

Radio telex is the other means of message communication with ships using HF radio. It
was originally developed to link shore based Telex machines with those aboard ship. The
mechanical machines of the past have given way to personal computers, but the messages
are still limited to the upper case only character set of the SITOR protocol as defined in
CCIR Recommendations 476-4 and 625. Thismodeisnearly identical to AmTOR as used

by hams.

Four years ago coastal radio station KFSin Californiawas fighting alosing battle trying to
compete with the Inmarsat satellite network using CW and SITOR. A single HF station,
no matter how powerful, can not offer the global coverage of the four Inmarsat geo-
dationary satellites. In order to compete with the Inmarsat system it was obvious that
major changes had to be made. A new service was required that had to be equivalent, and
less expensive than Inmarsat. HF radio, using the ionosphere, is certainly isless expensive
than satellites with their high construction and launching costs. How, then to make the
new service equivalent in other respects?

Requirements

Thefirst step was to define the next generation HF radio maritime communications
service. After considerable market research, these basic requirements were identified:

1. Ease of Use The system had to easily usable by the typical bridge officer aboard a
ship at sea. No technical knowledge of radio or propagation could be assumed.
Shipboard software must be as easy to use as atypical office Email interface — Lotus
cc:Mail and Microsoft Mail, for example. This dictated a fully automatic systemin
respect to the actual sending and receiving of messages and the control of theradio
equipment. The program aboard ship had to maintain close contact, viaHF radio,
with a central computer system ashore so that messages could be exchanged in either
direction in a matter of minutes.

2. High Capacity The system had to accommodate the complete printable ASCII
character set for messages, and allow any binary data - spreadsheets, word-processing
documents or pictures, for example - to be included as an attached file. Because of

249



250

Author: A paper submitted for the:
Craig McCartney, WASDRZ 1996 ARRL and TAPR Digital Conference

the increased traffic load that this would generate, a throughput of several times the
six characters per second maximum of SITOR was essential. A new, interoperable,
data communications protocol and modem were needed. The system chosen should
alow high speed data transmission within the bandwidth of a standard ITU Narrow
Band Direct Printing (NBDP) channel. The modem must also be able to utilize the
traditional SITOR protocol on these same channels.

Global Coverage & Twenty-Four Hour Availability A ship had to be able to send
and recelve messages no matter where it was located and a any time of day or night.
It was determined that a Global Radio Network of HF stations could meet this goal.
The stations in this network should be located so as to provide twenty-four hour
coverage to any point on the oceans of the world. Locations were chosen using a
“Cellular” model so that the resultant overlapping coverage would provide alevel of
redundancy to the network. Every location has transmitters and receivers on several
frequency bands to overcome changes in coverage due to daly and seasond shifts in
ionospheric propagation.

Design Challenges

Thisdesign goa - round-the-clock, automated, electronic mail connectivity with ships
salling on any ocean of the world - required usng modern technica solutions to replace
the traditiona methods of the maritime radio industry. Significant technical problems
were identified:

Radio Path Selection The choice of which one of severd available shore gations to
cdl, and on what frequency to make the cal, was a sgnificant technica problem to
solve. This choice would need to be made automatically by the shipboard software a
any time of day or night, from any position on the world’ s oceans and in spite of
changing propagation and interference.

Modulation Protocol A modern modulation method and modem that could coexist
with the current SITOR system was needed. Frequency assignments in the Narrow
Band Direct Printing (NBDP) portions of the maritime bands are on 500 Hertz channel
centers, with no interference alowed to adjacent channels. So a severe limit on
occupied bandwidth and a requirement for highly efficient use of the available
spectrum were added to the list.

Network Interconnection A reliable, yet affordable means was needed to back-haul
messages and control information from the various coastal radio sites to the network
control center, to be located in Cdifornia

Solutions Considered

Our procedure to finding solutions to the above problems was straightforward. Using
brainstorming techniques, we identified any and dl possble solutions that we could think
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of. Then each technique was examined for practicality given our needs. A small number
fromthe original list of ideas were selected for further detailed evaluation. Described
below are the results of those evaluations.

Radio Path Selection

To provide automatic radio path selection four methods, taken from military, commercial
and amateur practice, were evaluated.

Automatic Link Establishment (ALE), as defined in MIL STD-188-141A, was
considered in detail. Unfortunately this system suffers from high equipment costs and
wasted spectrum capacity when pinging the various channels available.

Theoretical Prediction software programs from the simple MINIMUF algorithm to the
complex IONCAP system were evaluated. Even given that solar data could be provided
to every ship at seain atimely manner, the accuracy of these prediction systems was just
not up to our needs. Knowing that a particular ship would have an 80% chance of a
useable path to a particular coast station during a 2 hour period was not nearly good
enough. We needed the system to know how to move a message NOW.

The Chirpsounder system, developed many years ago for the US military by

BR Communications was investigated. Chirp transmitters were installed at several public
coast stations and the information from associated receivers evaluated. This systemis
very good at measuring the ionosphere in great detail, but provided much more
information than we needed. It would often tell usthat the FOT for a particular path was
between 9 and 10 Megahertz. That information is not too useful to a maritime service
provider whose nearest allocations were at either 8 or 12 Megahertz. In addition, we
were concerned about interference to the safety of life at sea(SOLAS) channelsin the
maritime bands potentially caused by the use of a large number of chirp transmitters.

So we went back to the basics. A system that eventually was called Channel Sounding
had been in practica use since the early days of maritime communications. It relied on the
tradition that all CW coast stations, when not occupied with traffic, broadcast a“CQ
wheel” on every available channel. Thisallowed the shipboard RO to simply tune his
receiver until he found a coast station on afreguency that he could hear clearly before
caling and sending his message. This seemed like a clean and simple solution to the
problem, but we had to make it automatic.

Choosing a modulation protocol

High speed, single tone modems using phase modulation were available from severa
manufacturers. They had originally been developed for military applications (MIL STD-
1881 1 OA for instance) so Size and cost were not considered important design
requirements. When evaluated, these systems performed fairly well, but we needed a
modem that could be had for hundreds, not thousands, of dollars.
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Amateurs had developed several new systems over the years, and all available were
evaluated in our search. We considered using another case shift character to add lower
letters case to SITOR, as both G3PLX and AEA had done with AmTOR, but that still did
not solve the binary file problem. AX.25 Packet protocol was considered because it can
transfer eight bit data. This protocol, which performs very well on stable VHF circuits,
fals apart very quickly on any but the very best HF path due to a high symbol rate.
PacTOR showed initial promise but had two flaws. It can only transmit 7 bit data, and in
the 200 baud mode it occupies considerably more than the 500 Hertz NBDP channel
bandwidth. Both PacTOR |, an extension of PacTOR, and GTOR, which uses Golay
encoding, were dill in development and not ready for inclusion in our testing. In
retrospect it appears that both of these modes also suffer the problem of excessive
occupied bandwidth.

CLOVER-II, invented by Ray Petit, a ham, came very near to what we were looking for.
It can transmit binary files— and at high speeds compared to SITOR. It performs well
under poor HF conditions. A modem that included SITOR (actually AmTOR) on the
same board, the HAL Communications PCI-4000, was available at a very reasonable cost.
There was just one problem - the occupied bandwidth of CLOVER-I1 is exactly 500
Hertz, albeit with very clean skirts. Trying to stuff that signal into a 500 Hertz channel
with no room for alittle radio drift or calibration error seemed too much to risk. “Close,
but no cigar,” we thought.

An affordable back-haul method

We actually considered using HF radio to connect our network sites with the central
computer system, but rejected the ideafairly quickly. We needed to use the available
spectrum efficiently and using radio for the back-haul wasted it on atwo-to-one ratio.
Also, the number of transmitters, receivers and antennas would increase by as much as

two-to-one.

An obvious solution was to use dedicated landline circuits, rented from the local telephone
company. In the US this actualy method works fairly well due to the competitive
telecommunications environment. However it seemed that every time another
international border was crossed the price went up, and up, and up.

We investigated setting up our own satellite (VSAT) network. The costs of this approach
exceeded those of dedicated landline circuits. Besides, we were trying to compete with
satellite on the ship-to-shore sSide.

Current amateur Packet radio BBS forwarding practice included using bot h di al - up
landline and Internet Mail systems as an alternative to on-the-air exchange of messages.
Could one of these ideas be used?
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Solutions Adopted

For radio path selection, we built upon tradition. We had aready planned to use ITU
NBDP channels where, the ‘CQ wheels' of Morse had given hirth to the transmission of a
digital ‘free signal’ on channels not in use. We decided to use this signal as a beacon. A
scanning technique, then in use by APLink and WinLink Sysops on the ham bands, was
adopted. We programmed the shipboard software to scan the ship’s receiver through all
the available network channels, evaluating any ‘free signa’ it found. Thisinformation was
saved in a data base. The result was that the optimum path to the shore was always
immediately available. This system came to be called Automatic Channel Sounding.

We were wrong about not finding the ideal modulation protocol for our needs. After just
afew days of sitting in the lush corn fields of Southern Illinois and thinking about it, the
engineers at HAL Communicat:ons called us back. They had found away to scale the
original CLOVER protocol down just abit and had invented a mode they called
CLOVER- 400 just for us. Thethroughput remained almost the same and the reduced
occupied bandwidth of 400 Hertz left a comfortable guard band of 50 Hertz on each side.
This meant that it could meet ITU requirements for use on maritime Narrow Band Direct

Printing (NBDP) channels.

Within the US we found that we could indeed afford dedicated landlines to connect our
network for station control and message exchange. For overseas locations our own
software team came up with a proprietary packet protocol scheme that is used over the
Internet backbone. We have implemented this now on several stations where a dedicated
line to the local Internet provider is affordable and reliable. Back-up systems for these
locations include either dial-up modems or X. 25 packet switch connections as available.
Again, an idea from amateur radio was adopted for our needs.

Summary

Twelve HF stations, located in eight countries will comprise the Global Radio Network by
the end of thisyear. A map that gives an idea of the coverageisincluded in Figure 2. Six
coastal radio stations- KEJin Hawaii, KFSin California, SAB in Sweden, VCT in
Newfoundland, WNU in Louisiara and ZLA in New Zealand - are now on the air and
operating as part of the network. our network nodes are under construction - ASM in
Bahrain, 8P0 in Barbados, VIP in Perth, ZSC in South Africa. Both A9M and VIP will
be on the air very shortly with 8P0 and ZSC soon following. Two more stations, KPH in
San Francisco & WCC in Massachusetts are awaiting FCC approva of the license transfer
from MCI before being added to the network. Discussions for additional nodes are
underway in Asia, Europe and South America.

All of the stations in the network are capable of both SITOR and CLOVER- 400 operation
on the NBDP channds in use. Ships from severa worldwide fleets are using our system,
called GlobeEmail daily. They send and receive electronic mail messages and attached
files using shore systems such as MCl M iil, cc:Mail, Microsoft Mail and the Internet.
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The Global Radio Network is currently connected to the central computersin California
using a combination of dedicated leased lines, shared leased lines, Internet packets and
X.25 packets. Plans cdl for phasing out many of the dedicated lines in favor of Internet
where avalable, and ATM or X.25 otherwise.

Future Enhancements

Engineers at Globe Wireless and HAL Communications have developed an extension of
the CLOVER protocol. Called CLOVER-2000 because it occupies 2,000 hertz of
bandwidth, it offers afive-fold increase in throughput over the CLOVER-400 mode now
in use on NBDP channels, On-air tests have confirmed this level of performance.

Globe Wirdess plans to implement CLOVER-2000 in very spectrum efficient manner.
The details are till under development, but consider that CLOVER-2000 aloneis not able
to fully utilize the spectrum of a 2.8 kilohertz maritime facsmile or voice channel.

Beyond everything above, HAL’ s DSP engineers have identified changes to both types of
CLOVER modulation that have the potential of doubling the throughput again, without
increasing the occupied bandwidth. Those guysin Urbana sure don't stand still!
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