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Qvervi ew

to assure absolute data integrit
network, sone form o
shoul d be enpl oyed
points of the network.

In order
t hrough the anmateur
transport |ayer protocol
Fetween the entry and exit
b

n datagram service, this transport comes in two
asic forns, the Transmission ntrol Procedure
Et he TCP in TCP/IP) and the User Datagram
rot ocol, or . The UDP is a very snhall
transport Prot ocol,. and as such does not” provide
absolute data integrity under all conditions.  The
CP is a nuch nore robust protocol, and as such is
capabl e of assuring absolute data integrity
through the network, wth a nuch higher overhead.

. The Virtual _Gircuit amateur network_ concept
using the CC standards (X 25/ X. 75). has

generally relied on the use of the delivery
confirmation, or D-bit procedures to nmintain data

integrity. Not only is this potentially a
violation of the | SO seven-layer npdel, but’is
also 1nadequate. If a virtual “circuit connection
I's lost due to an internedi ate packet swtch

mal function, the D-bit procedures alone may not

rovide an accurate indication of what data was
t%St Igube_ tto the mal function. In addition, use of
e i

rovides no nmechani sm of detecting
errors Wlthfn the packet swtches (such as nenory
errors) that mgnh corrupt otherw se good data
flowing through the amateur network.

Thi's paper E)r
X series protoco
deficlencies. T

oposes the use of another COTT
to correct for these potential
his is a new recommendat i on,
called X. 224, and 1t describes a multi-class
Transporfc 'wvayer protocol that can be used on to
of the X.25/X.75 Level 3 protocols.. Wi no
give a detalled protocol ‘specification here, but
rather describe the different classes of the
protocol and some of how they function.
Responsi bilities

Transport Layer

The basic function of the Transport Layer is
to nmake sure that data traveling fromthe Source
end-point of a network to the destination end-
poi nt of the network does so in the proper order
and without data corruption (if necessary). The
Transiport Layer relies on the Network Layer for
provi di ng a method of getting the data through the
network™ from the Source end-pointt to the
destination end-ﬁm nt. Once the Transport Layer
entity is sure that the data leaving it matches
the data entering its peer Transport Layer entity,

it wll pass the data up to the next’ |layer for
further processing if required. The Transport
Layer should have "at its disposal sone method of

detecting errors, informng its Transport peer  of
these errors if necessary, and possibly correcting
some forns of errors conmhonly encountered.

Errors Encountered By The Transport Layer

Before the X 224 Transport Layer
reconmendation is discussed, it m.g t. be hel pful
to describe sone of the errors and situations a
Transport Layer mght have to deal th.  Anong
these situations are:

A Data Loss. .

B. Data Corruption.

c. Data Duplication.

D. Data M saordering.

E.  Data Msdelivery.

F.  Network flowcontrolled,

G ’L\ﬁ er |ayer flowcontrolled. ]

H. wor k Concat enation and Separati on.

I. Segnenting and Reassenbly.
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J. V\S/ﬁl itting and Reconbining.
K. |tiplexing and Demul tiplexing.

Data Loss

~ Loss of data can occur for a nunber of
reasons in a network. If an internedi ate packet
switch goes down while holding data it
acknow edged receiving but bg?_fore sendi rkq to the
next switch is one exanple. otal networkK failure
is. exanple of absolute data |oss. These type of
failures should be detected and corrected. This
may nmean a request for the missing data should be
seit, or possibly tearing down the malfunctioning
connection through the network and informng the
user of the network failure.

Data Corruption

Data corruption is when data passes
through the network fromthe source end-point to

the destination end-point, but somethin ha;()/\ge?s
to it along the way to create errors jn it. e
nost of the time data Fassed through the amateur
network wil] be passed from point-to-point using a
reliable Link Layer protocol (such as AX.25), if
an internedi ate packet switch has a mermr{
mal function, data passed through that switch wil
be corrupted. Since the network corrupted the
data, there d be sone nethod of detecting and

houl
S

re s
correcting this situation, if necessary.

Data Duplication

) It is possible to have the same data
delivered to the Transport Layer nore than once.
This happens nost frequently when retransm ssions
due to goss of acknow édgements occur. |n
datairam_ networks can h.agpen | ot when sone %Pﬁ
of

of flooding mechanism i useg to correct net
defi ci enci es. There should be sone sort

detection of duplicated data, which results in the
duplications being thrown out.

Data M sordering

] Wth some network desi ns, It Is
possible for a group of data send be4ore anot her
group to arrive at_the destination AFTER the
secondksend roup. Thisis confm)g W th datagraE
networ ks enpl oying some sort nani ¢, net wor
routing schrépne,y !\%t only s oulg t_hlys abe det ect ed,
but some method of data re-ordering nmust be used
to regain the original data order.

Data M sdelivery

Wienever the Transport Layer receives
data fromthe Network Layer that 1t does not
understand what to do with for reasons ot her than

specified, 1t should have sonme nmethod for acting
upon the error. This can he as sinple as jgnoring
tEe bad data, or .as drastic as_tearing down theé
Transport connection and notifyi q? t he” user thﬁt
the network has failed. This i's Kind of a catch-
all for the "I"mso confused" feeling.
Net work Fl ow Control | ed
While not an error, if not properly

handl ed network flow control could cause the
Transport Layer to becone congested when_the upper
| ayer (s) keeps sending data that the Tr annsep%rt
Layer cannot send over "the network. Sone net hod
of" flowcontrolling the éjg{)er Iager(dsg shoul d be
enpl oyed to prevent a |loss e to this
potential situation.
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Upper Layer Flow Controlled

) ) This is also not an error, but rather a
situatjiop that could cause errors, |If the upper
laver(s) cannot accent nore data from the
networ k-t hrough the Transport Layer, that upper
layer(s) may try to stop further data g)‘rom
reaching it "from the Transport Layer. If the
Transport Layer is not capable "of reacting
properly, data may become |ost between the |ayers.

Net wor k Concat enation and Separation

Some networks allow the Network Layer
Erot ocol to concatenate more than one Transport
ayer data unit into a single Network Layer data
unit _at the source end-point, and then Separate
the Transport_Layer data units at the destination
end-point. This may cause some problens at the
Net wor k/ Transport Layer interface, which nust be
handl ed by the Transport Layer.

Segnentation and Reassenbly

If the Transport Layer receives data
from the upper layer(s) in a_group or size that it
capnot handle in a single Transport Layer data
upit., it should break the data into multiple
smaller Transport data units for sending through
the network. "The destination Transport Layer end-
poi nt shoul d he capable of reassenbling these
sanller data units into their original form before
ggs& ng the data to the upper |ayer protocol (s)b.

me nethod of indicating this segnenting nust Dbe
enployed, along with sone nunbering schene to nake
sure’the data is reassenbl ed properly at the
destination end-point.

Splitting and Reconbi ning

Cccasional |y Transport Layer protocols
may use nore than one network connection to
pport the sane Transport Layer connection. |f
I's happens, sone of the above nentioned data
rors may occur, especially data msordering.
ectl al procedures may be required to support this
nction.

su
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Mul tipl exi ng and Denul tipl exi ng

. This is when a single Network Layer
connection is shared multiple Transport Layer
connections. This wll happen frequently, sihce
it will result in reduced twork Layer oQverhead.
Some nethod of assuring proper denultiplexing
shoul d be enployed, otherw se the wong user nay
get someone €l ses data.

There are nore potential errors_that can
c_reef: into the network system The above
highlights(?) some of the more common problem
ar eas.

CCTT X 224 Reconmmendation

The CCTT has witten Recommendation X 224 to
serve as a Transport Layer Specification for Open
Systens Interconnectjon networks. . |t is designed
to be flexible enough to be used with a variety of
Network Layers operating underneath it, while
requiring a mninum amount™ of overhead.

. Like most Transport Layer protocols, X 224 is
designed to_establish a ™virtual connection”

between two Transport Layer peers. In order not
to ruffle the feathers of the datagrames, | wll
use the term "l ogical connection® in place of

"virtual connection" throughout the rest of this
paper .

) One of the peers in this |ogical connection
is called the source end-point, and the other is
called the destination end-point. This 1I's not
meant to inply that data flows only in one
direction, but rather that when an upper |ayer
protocol sends a Transport Layer some data, as far
as that data is concerned, it is at the sourﬁ]e
end-point of the Transport Layer connection. e
source Transport Layer end-point then adds any
overhead to the dafa that 1t may require for
proper Transport Layer operation, “and sends the
resulting data to the Network Layer below it for
tran_sfer_rlng_l_the data across thé network to the
destination “Transport end-point.

The destination Transport Layer end-point
then receives the data fromits twork Layer,
strips off and acts upon the overhead added by the
source Transport end-point? and if everything is
fine,  passes the resulting data to i'ts upper
layer(s) for further processing.

As long as it is re%wred to transfer data
between network users, and no major errors occur
the Togical connection between the two Transport
Layer peers is maintained. Sone errors can be
recovered from using X 224 procedures,  while
others require tearing down, and re-establishin
the logical connection, if it is still wante
after the error.

) In order to provide one recomendation that
is robust enough to handle different qualities of
service provided by different networks, X 224 uses
five dif ferent classes of protocols. This has the
advantage of not requiring unnecessary overhead
when using network protocols that provide a high
degree of Teliability, while allowng the overhead
to grow to support” network protocols that |ess
quality of service.

CCTT X.224 O asses
The five classes of X 224 are:

Class 0. Sinple dass.

Class 1. Basic Error Recovery O ass.

G ass 2. Miltiplexing O ass. ) )

Qass 3. Error Recovery and Miltiplexi n%
Cass 4. FError Detection and Recovery CIass.

.. The class of Transport Layer protocol
used is inversel groportlonal to the quality of
servi ce provide y the Network Layer. |f" the
network and the Network Layer protocol provides a
high quality of service, then a sinple Transport
Layer protocol can be used. Whien the network
service quality is poorer., a more sophisticated
Transport Layer” protocol might be required. There
are three classifications of network quality
defined in X 224:

Type A.  Network operation with acceptable
residual ‘error. rate (errors not
S|§nalled by di sconnect or reset)
and an acceptable rate of signalled
errors.

Type B.  Network oizeratlon With acceptable
residua error rate,. ut
unacceptable rate of signalled
errors.

Type C.  Network operation with unacceptable
residual error rate.

O ass 0.

Cass 0 provides the sinplest type of
Transport Layer connection. It is designed to be
used wth type A network connections. |1 provides
the functions necessary for |ogical connection
establishnment, data transfer with segnenting, and
error reporting. Flow control relies on network
provided flow control, and disconnection based on
network service disconnection.

Cass 1.

. Class 1 provides a basic transport
connection with mniml overhead, and is usuall
used with type B networks. The main purpose o
class 1 is to recover froma network disconnect or
reset, This is the basic class recommended for
use in the amateur network over AX.25/AX.75
Net wor k Layer protocols when absolute data
integrity is not required.

) Cass 1 provides transport cannections
with flow control based on network provided flow
control, error recovery, expedited data transfer,
disconnection, along with the ability to provide
consecutive transport connections gn a network
connecti on. In addition to cEarow ding Cass 0O
functions, Oass 1 also provides the ability to
recover from Network failures wthout affectin

the network user. This is the nmain advantage o

Cass 1, and corrects for a potential problemin
AX.25/AX.75 net wor k desi gns.
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Cass 2.
Cass 2 is designed to be used with t{v e
A networKks. It provides a way to nultiplz2x
several transport connections onto a single

network connection. Cdass 2 also allows the ‘use
of transport _flow controls to help avoid
congestion at Transport Layer connections end-
poi nt s. No error detection or recovery is
provided by class 2.

. |f the network connection resets or
di sconnect s, the transport connection 1is
termnated, and the user is informed.

O ass 3.

Oass 3 frow des the characteristics of
class 2 with explicit flow control, plus the
ability to recover from network disconnects or_ or
resets fromclass 1. This is usually used wth
type B networks.

dass 4.

Class 4 is the npst sophisticated
Transport Layer protocol, and is designed for use
wth type Cnetworks. In addition to providing
O ass g services, It also detects and recovers
fromerrors which occur as a result of a |ow grade
of service fromthe network. The kinds of errors
det ected i ncl ude:

A Data Loss. )

B. Qut-of-Sequence Data Delivery.
c. Data Duplication.

D. Data corruption.

Detection and recovery from errors is
enhanced by the extended use 0of data sequence
numbering, ~ timeout procedures, and a sinple
checksum “system

The class of protocol used can be negotiated
at connection request tine. I the preferred
class is not available, an alternate may be
selected, if appropriate.
X. 224 Header s

Figure 1 shows the basic structure for the
Transport Layer headers used in X 224. These
headers are an integral number of octets |ong.

oct et
1

Figure 1. X 224 Transport Layer Header
LI is the Length Indicator field. |
L

indi cates how | ong the Transport header i
binary (less the LI" itself). The maxi mum value i
254 octets (1111 1110).

The fixed part contains frequently occuring
ar anet ers, |nc_lud|r11% the coding_of the” Transport
rotocol Data Unit (] type. ~The length of the
fixed part |s deternined by the type of data L1I’]It,
protocol class, an ormat _in use (normal or
extended). The coding of the TPDU types are shown
I

t
n
S

n Figure 2,
‘! TPDU Narre !0!1%253;4; codi ng !'
ICR connect request xIxIxixIx!I 1110xxxx |
I'CCl connect confirmation xIxIx!xIx! 1101xxxx
I' DRI di sconnect request x!x!x!x!x! 10000000
I'DCl  disconnect confirm IxIx!x!x! 11000000
I'DT! data . xIx!xIx!x! 11110000
I'EDI expedited data Ix!Fix!x! 00010000

I AKI' data acknow edgenent IC!F!x!x! 0110zzz22
I'EAl expedited data  ack. Ix!FIx!x! 00100000
IR]! reject Ix! Ix!' 1 0101zzzz
'ERl TPDU error x!IxIx!x!x! 01110000
gPI'! Transpart Protocol 1D " " " || 'l 00000001_
! eeady 10 use by other_prococots | S50 |
I already In use ot her protocols !
! not al {wed in C&TT X.2§4 I 1001xxxx
] I 1010xxxx

Figure 2. TPDU Coding and Oass Usage

Wer e:

xxxx indicates initial credit allocation in
cldaslses 2, 3, and 4. 0000 in classes 0,
an

zzzz indicates initial credit allocation in
classes 2, 3, and 4.1111 in class 1.

F Not avail abl e when non explicit flow
control option is selected.

C Not avail abl e when recei pt confirmation
option Is selected.

The variable part is used to indicated |ess
frequently used paraneters, if any are needed.
The first” octet of each dparameter hol ds t he
paraneter code, the second octet contains the
arameter value length indicator, and the rest
ol ds the parameter value itself. An exanple of
use of the variable part is the use of checksuns
for the class 4 protocol.

The data field contains transparent user
data, if any. Size restrictions depend on each
TPDU type.

JPDU Header Structures

Fi iure 3 gives an outline of the structures

of the headers used. It is not neant to be a
COBBI ete description, just a brief indication of
TPDU header si ze.

.. As nentioned above, the LI field is used t
indicate how long (less the LI field itself) th
Transport Layer header is.

. The second byte contains the TPDU type, and
optionally a credit field.

The DST-REF field is used to contain the
address of the destination Transport end-point,
and the SRC-REF holds the address of the source
Transport end- point.

[¢Xe]

~Connection requests and Connection
confirmati on headers contain a single-octet field
that hold the preferred class the requesting
Transport device wants to use, along with two
option bits (use/non-use of explicit fIlow control
and normal /extended formats in classes 2, 3, or 4

Addi tional parameters may be requested in the
I”e part field, and are selected from anmong
owi ng:

Transport Data unit_size.

Version Nunmber of Transport protocol.

Security paraneters.

Checksum_operation (class 4).
ternative protocol class(es).

Acknowl ed(t;e tine adjustnent.

Thr_oughfu adj ust ment .

Residual error rate.

Priority of data.

Transit ~ del ay. .

Reassignment/resynchrpnizgtiont|nE.

Expi dated data, additional options.

vari al
the f

oo

RO IONMOO o>

. If a disconnect TPDU is sent, it should
include a reason field which indicates why the
di sconnect was requested.

) Data TPDUs contain_a field that contains a
bit (called EOT) which indicates when a TPDU is
the end of aseduence of TPDUs. This field also
contains the TPDU-NR, the TPDU send-sequence

nunber . The TPDU-NR is set to zero in class O,
and may be any value in class 2 without explicit
flow control.

Acknow edgenent TPDUs contain a field called
YR-TUNR  ThiS field contains the sequence nunber
of the next expected data TPDU, It i's used to
indicate the last correctly received data TPDU to
the source Transport end-point.

The last type of field used is the
cause field in“error TPDUs. As |
informs the source Transport end- point
destination Transport end-point has r
TPDU, and why.
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OCTET Connection Request Header
3 ! 4 ' 5 1

1 ! 2 ! 7 ! 8 Pl P+1 !
| TR LT d DoT-REF ! SKRC-REF U CLASS, T, VARIABLE 7. USER DATA T
i 10110! ! 00000000 00000000 ! ! OPTIONS ! PART ! [
OCTET Connection Confirm Header
11! 2 ! 3 ! 4 ! 5 ! ! 7 ! 8 ! P! P+1
LI CC T CDT ! DST=-REF ! SKRC-REF T SLLARSN 7 VARIABLE T USER DATA
! 11101! ! ! ! OPTIONS ! PART !
OCTET Disconnect Request Header
1 ! ! 3 ! 4 ! 5 ! ! 7 ! 8 ! Pl p+1
TLL T, DR 1 DST REF T SRC-REF ' . REASON . VARIABLE '. USER
! 11000 0000 ! ! ! ! PART !
OCTET Disconnect Confirm Header .
11 ! 2 1 3 ! 4 ! 5 ! 17 P!
T LL ! DU T D . R T.
! 11100 0000 ! ! ! PART !
OCTET .
11 . 2 Class 0 and 1 Data Header ...end !
T LT ! DT ! - ! USER DATA |
! 11111 0000 ! and EOT ! !

OCTET Normal Format Class 2, 3, and 4 Data Header .

11! 2 't 3 1 4 5 ' 6 Pl P+1 . ..end !

TLI 3 DT T DST-REF i TPDU-NK T VARIABLE  '. USER DATA :

| 11111 0000 | ! and EOT [ PART ! !
OCTET Extended Format Class 2, 3, and 4 Data Header .
11 ! 2 1 3 1 4 1t 5 6 7 8119 Pl P+1 . ..end !
LI A DT I DST=REF 1 TPDU-NKR T VARIABLE '. USER DATA T
! 11111 0000 ! ! and EOT ! PART ! !

OCTET Normal Format Class 1, 2, 3, and 4 Expedited Data Header .

11 2 L3t 4t 5 i "6 P! P+l __.end |

T 17 ED T DST -REF T"ED-TPDU=-NR T VARIABLE 7. USER DATA !

! 10001 0000 ! ! and EOT ! PART ! !
OCTET Extended Format Class 2, 3, and 4 Expedited Data Header .
11! 2 L3 4 ! 5 6 7 81!9 P! P+1 ...end !
LI ¢ ED I DST =REF T ED-TPDU-NR 7 VARTABLE T USER DATA 1
! 10001 0000 ! ! and EOT ! PART ! !

OCTET Normal Format Class 1, 2, 3, 4 Data Ack Header
11 ! 2 ! 3 L 4 ' 5 1. 6 P!
LT T = T =TU- 7 T
! | 0110' [ [ ! PART !
OCTET Ext ended Format Class 1, 2, 3, 4 Data Ack Header .
t1 ! 2 .3 . 4 V56 7 8 L9 10! 11 P!
T ! AK T DST -REF I YR=-TU-NK 1 CDT T VARIABLE T
! | 0110 0000 | ! ! ! PART [
OCTET Normal Format Class 1, 2, 3, 4 Expedited Data Ack Header
11 2 [ N S 5 16 .
Ll EA L DST-REF T YR=-TU-NK T VARIABLE 1
! | 0010 0000 ! ! ! PART !
OCTET Extended Format Class 1, 2, 3, 4 Expedited Data Ack Header
11 7 ! 314 1™5 6 7 8 ! 9 pi
LT T BA T DST=REF ) YR=TU-NK T VARIABLE T
! ! 0010 0000 ! ! [ PART [

OCTET  Normal Format Class 1 and 3 Reject Header .
tr1 ! 2 ! 3 ! 4 ! 5 !
T
[

T LI T _RJ T CDT 1 DST-REF YR-TO-NK T

! ! 0101 ! !
OCTET 1ass 3 Keject .
11 ) ExtendédFormat. 5 6 7 Reject Header [0 !

T LI T ___RJ ! DST ! 4REF T YR =TU -BNR ! 9 CcDT T
! ! 0101 0000 ! ! ! !

OCTET
t] ! 2 | 3 t 4! Error Header . Pl
| I ER T DST REF ¢ REJECT .:VARIABLE T
! 0111 0000 ! ! CAUSE ! PART !

Fi gur e X4 Transport Protocol Data Uniit (TPDU) Header. Formats
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Procedures Available By O ass

Figure 4 shows the various procedures of
X. 224, and in which classes they are avail able.

! ! I Cass !
‘ Procedur e 5 Vari ant :031;2;3;43
!AssiDénment to network cnct! Extxtx!xtx!
I TPDU data transfer ! Ixtxtx!xtx!
| Segnenting, reassenbly ! IxIx!x!x!x!
!Concatenation, separation ! ForxEx!x!x!
I Connect. establishment ! IxEx!x!x!x!
I Connection refusal L o IxIxIxtx!tx!
I' Normal Rel ease I oinplicit txy D D1
! I explicit ! !'x!x!x!x!
I Error release ) ! XY ote! 0t
I Assoc._of TPDU with TCs ! xExxIx!x!
! Data TPDU nunbering ! nornal Ixtm mm
! . ! extended ! ! !ol!o!o!
! Expedited data transfer !met normal ! !I'nix!x!x
! . . tnet explic.! tol 11|
Reassi gnnent after fail. | Iorxl Ixhx
Retention until acknow- !Conf. rept. ol 1|
| edgenent of TPDUs 1 AK m Ix!x!
! Resvr]cl%ronlzatlon . ! x Ixlx
Mil tiplexing, de-muxing ! ) Ix!xIx
Explicit Flow Control ' wth I'ml x! x
I without !x!x!o! ! !
I Checksum I use of o it
jnon-use of !x!x!x!x!o!
Frozen references . Ix! Ixlx
Ret ransm ssion on tineout.! Iy
Resequenci n%O ! Il oIx
I Inactivity Control ! lIx
I Treatment” protocol errors! Tx!x!x!x!x!
I Splitting and Reconbi ni ng! U R RT3
X. 224 Procedur es
It is beyond the scope of this paper to
describe the Tull operation procedures of the
various X. 224 classes. The above information i
;Igresented to show that _there is an alternative
ransport protocol to TCP that would work very

4.40

of an X 251X 75 type Net
Lég‘éi’ protocol . ~wll continue to process
X.224 docunent into a form that will
resentable to amateurs, along with making sure
hat it is 100% amat eur corrpatlile.

. The basic operational procedures of X 224 is
designed to allow a | ogical_connection to_be
est abl i shed between_a source Transport end-point
and a destination Transport end-point using the
connection request and connect confirm T ,
hich nmay be passed along as part of the data
field of "an X'25/X 75 Ntework Layer fast-select
connect request.

Once _a connectjon has been established, data

y flow in both directions, with optionai fl ow

controls, checksuns, and sequence nunbers.

Optionally, expedited data can a?so be sent. Bad

data can be rejected If necessary, and protocol
errors can be detected and signall éd.

effectively on to

3

When the connection is no |onger needed, jt
may be terminated either explicCitly, or .
|nZerence when the network connection “servicing
the Transport Layer is torn down.
Concl usi on

I believe that X 224 is a viable Transport
Layer protocol to use over an X 25/ X 75 network,
X. 524 provides the snall__extra ampunt of
protection over the X 25/ X 75 network layer to

Insure absolute data integrity when _necessarzy at a
very |low anmpunt of overhead. = Since X 224 is
simlar to AX. 25 level 2 operation and X 25/X. 75
network operation, an_ extensive software
devel opment =~ canpaign is not necessary to
i mpl ement this protocol. Level 2 and level 3
protocol machines could be nodified to Prow de
much of the basic core of the X 224 protocol.

Interested users are encouraged to wite the
uthor for the latest in X 224 deével opnent,
w th AX.25/AX.75 Network Layer devel oprent.
al so recommended to jJoin AMRAD, as the AMRAD
Newsl etter contains fairly up-to-date information
adi o devel opnent.
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