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In the last couple ot years the
Vancouver Amateur Digital Communications
Group SVADCG) programmable communication
controller has been used in many areas ot
the U.S. and Canada. As one ot those who
worked on the development ot the board and
its sottware, | am very pleased to see that
1t has gained tairly widespread acceptance
in the Amateur Radio traternity. It was
not so clear, a couple ot Yyears ago,
whether or not it would be accepted because
1 t
Amateur Radio at the time. My impression
ot Amateur Radio then was that it had a
great deal ot inertia or resistance to
change . Buta t the same time, like a
massive body, once it gets movingit has a
large momentum. Now I believe that Amateur
Rad1io 1s moving into digital
communications, and nothing 1S goilng to
stop it. We need only to guide it to the
best system that we can. And what is the

best digital communications system tor
Amateur Radio? I don't think that anyone
knows. The design ot a commercial digital

costs hundreds ot
That's right! = just
tor implementation.

communication network
millions ot dollars.
tor the design, not

Yet, even atter all thlis expenditure, most
commercial systems have their problems and
detractors.,. So, in spite ot the small

amount ot money that Amateur Radio will be
spending on network design, we may still be
able tocome U p witha system equal to, or
surpassing, commercial designs. With this
in mind | will outline the general
philosophy of the system that we are
working on in the VADCG.

Firstly, we wanted a low-cost 1ntertace
to the network tor an end user. We telt
that a wuser should not need to have a
computer just to access the network. For
this reason, we designed, produced and
programmed the VADCG programmable
controller. Ot course, there were many
other good reasons tor going this way, but
I am mainly trying to show the tunction ot
the controller in the network.

The network that we designed the board

tor W as not intended to be homogeneous but
a network in which nodes would have
ditterent functions. Some ot the node
tunctions 1dentitied were:

1. A 'Terminal' or 'End user' node.
Typilcally, someone with only a
teletypewriter or video terminal, although
a user accessing the network through a
microcomputer would also qualify in this

category (i.e. an 1ntelligent terminal).
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involved the use ot technigues unused in

A node which
to access
system.

2. A 'Gateway' node.
users on the network
digital communications

allows
another
Examples:

A gateway to the
system using an auto-answer/auto-dial
l¥3-type modem.

telephone
Bell

A gateway to a
communications channel

digital
on a satellite.

A gateway to the Local vht RTTY

¢ hanrrel .

o A gateway to another amateur
digital communications nstwork.

Note that it a node 1is used to

networks which have the
same pro tocols, 1t should not be called a
‘gateway’ because, 1n this case, the two
networks are actually only parts ot one
larger network.

interconnect iwo

3. A ‘'Repeater' node. Used to
extend the coverage ot the network.

4. A 'Logging' node. To record
activity on the network to satisty

regulations as well a S for per tormance
analysis.
5. A ‘Host ' node. This 1is the

computer system attached to the network and
1s wusually the system that the end user
wants to use , It contains the programs and
tiles that the user wants touse, suchas
editors, games, compilers, assemblers,
tile-transter programs, tiles ot swap-and-
shop intormation, mailing list, etc.

6. A ‘*Station' node. Coordinates
the operation ot the other types ot nodes
1n the network. Provides network services

and communlcation between the network and
the end user, repeater, logging, gateway
and host nodes. At present, the concept

calls
station node,

tor all messages to pass through the
but this 1s not an absolute
requirement in ordert o r the station node
to do its job. The station node provides
the higher levels ot network protocol that
the simple end wuser cannot provide tor
himselt Dbecause o t the limltations 1n
storage capacity and complexity in the end-
user inter kLace.

7. A 'Message-swi tching' node. This
1s a node which has sutticilent storage
capaclty to be able to store messages and
data tor an extended period ot time. Such



a node would be something like a
computerized bulletin board system (CBBS).
Intormation whichcould not be directly
transmitted to its destination immediately
could be lett heretob e sent onwardwhen
the destination node was available. The
communication network 1s a packet-switching
network and so has little storage capacity
t or messages. Messages are sent through
the network only when both the source and
destination nodes are available. The
message switching node could have messages
to be received by any user on request as
well as messages 1intended only tor a
specitic user.

As you can see, the station node has a
much more complex task than any ot the
other node types. Fur thermore, the station
node becomes almost 1indispensable 1a a
SysStem designed to use it. Because ot
heavy reliance on this node, it should be
backed upb vy another station node 1irthe
area or by a repeater node allowing

communication to another area which also
has a station node. The hardware tor this
station node should b e tairly reliable

because it involves no moving parts. The
station node being used b y
example, 1s a three-card S-100 bus system.
One card is a standard CPU card, another is
a 64 -k dynamic memory card == both of these
ar e standard s-100 cards which are readily

avallable trom many suppliers. The third
card is a special I/0 card which the VADCG
has developed tor handling the special
needs ot the station node. The card has
tour channels ot HDLC communication using
the Intel 8273 chip and six interval

interval timers are used to
handle 1 ine timeouts andt o simulate a
time-ot-day clock. The timers and the HDLC
channels are all interrupt driven using 16
channels ot vectored 1nterrupts provided b vy
two AMDY51Y chips. Also using the
interrupt structure 1is the power tailure
circultry, the transmitter taul t-detec tion
circultry and the circuitry to detect
sottware taillures or loops. A tailure in
any ot these areas will cause the CPU to
entar a
EPROM storage on the same card. This
program allows wup-line reloading ot the
station node sottware or down-line dumping
ot the station node sottware tor analysis
ot sottware errors. Each channel has a
choice of baud rates and can operate with
elther synchronous or asynchronous modems.
A number ot extra control lines tor 1input
of output are provided to control external
devices.

timers. The

Some ot the tunctions and services

provided b y the station node are:

1. Establishment and termination ot

v 1r tual connections between nodes in the
network.

2. Communication with the end user
in plain 1language. For example, the

station node will provide an explanation ot
why a virtual connection could not be made.
It will 1nterpret and act on network
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the VADCG, tor

program contalned in up to 8 Kk ot

commands submitted through a terminal
keyboard. It will provide a list ot the
status of other users signed onto the' local
domain O r provide a 1list ot wusers in
another domain, tor example.

3. Drive a logging node to record

the connection/disconnection ot the users
ot the network giving times and dates as
well as usage statistics.

4. Drive a repeater node so that
the repeater will do 1intelligent repeating
ot trames. Not all trames received b y the
repeater should b e repeated.

levels ot
network

5. Provide the higher
protocol required tor an extended
tor the minimum end user system.

6. Make routing decisions and keep,
dynamically, information on delay times.
The routing system as planned will us e a
distributed del ta-routing system allowing
multiple paths tor communication between
station nodes =-=- something like the ARPANET
routing scheme. Routing decisions will b e
based on minimal delay time. Changes 1in
delay times detected by a station node will
be passed to ad jacent station nodes. New
station nodes in the network will be
integrated dynamically and will be deleted
when communication is lost.

7. Communicate with non-end-user
nodes in the network using concise coded or
tormatted network commands sui table tor
computer generation and interpretation.

The above 1is not a list ot
tunctions provided b y
Others will probably b e incorporated as the
system develops, b ut this l11st should give
the 1dea ot what the tunction ot the
station node 1s.

complete

It should be noted that the above six

types ot nodes are not the only types
possible b u t only the ones which we have
identitied as being the most important at

the present time. Most tunctions can b e
identitied as belonging to one ot these six
types, even though there may b e occaslons
where there is an overlapping of functions.
See Fig. 1 which should help to clarity the

relationship ot the nodes. Each station
node has a 'domailn' associated with it.
The doma 1n 1s the set ot nodes that the

station 1is providing services for. The
domain is typically a geographical area
such as a city, but ditterent station nodes
may operate on ditterent trequencies in the
same geographical area. The lines between
the nodes on Fig. 1 represent 1logical
communication 1links at the data-link level
ot communlcation. Not all possible
communication 1links are allowed. Direct
communication is allowed only between a

station node and another node type or
between two station nodes. However, a
repeater node may be used as an

intermediate node in this communication.
Any messages sent between non-station nodes
have to be routed through the station node

the station node.



1n each domaln., To some, this may appear
as a harsh restriction on the communicatlon
possible, tor, atter all, theremayb e
nodes 1in the domaln that can communicate
directly because ot thelir proximilty. To
answer this let's look at the advantages
ot going through the station node and the
reasons for communlca tion wil th the station
node.

1. Standardization ot the radio

link. Each node's equipment has to be set
up to interface only with one point. This
means that adjustments to the modem , power

output ot the transmitter, trequency
adjustments ot the transmitter, orilentatlion
ot the antenna and various other
requlrements for establishing a
communilcation 1link have to be set up tor
only one link. This avoids having a large
amount ot coordination with various other
nodes. Once communication is =2stablished
with the station node, no other concern tor
communication with the rest ot the network
1S required.

directional
link. No
using a

2. Low power and
antennas c¢®k be used tor the
rotator is required, even 1t
directional antenaa.

3. Nodes which are o ut ot broadcast
range anyway would have to go throujh the
station node,

4. Nodes which were using a
ditterent band would have to go throujh the
station node to communicate.

5. Nodes which were using ditterent
speeds w o u | d have to go throujh the station
node.

6. Nodes which regquired protocol
translation would have to go throujh the
station node. More on this later.

7. Nodes communicating outside ot
the local station node's domailn would
l'i kel y have to go through the station node.

8. All nodes using networkK services
would have to communicate with the sta tion

node.

9. Establisiment and termination ot
connections between nodes would have to b e
arranged through connaction services 1n the
station node.

The above considerations do not totally
ruleo u t
being able to have nodes communlicating
directly on the same channel as that ot the
station node when they areusing the same
speed and not requilring protocol
translation and are within communicatlon
range. The protocol would have tob e
complicated to allow these two types ot
communication to b € carried out on the same

channel and yet allow coordination by the
station node. All I can say 1s that the
present software does not coordinate

communications on the channel whichd o not
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the channel-sharing advantages ot

more

p ass through the station node. However, the
sottware does 1gnore al | addresses which
have not been assigned by the station node
so that other digital communication can
share the channel. It would probably be
more appropriate that these nodes use
another channel t o r thelr communication as
they appear to have little need ot the
network.

You are probably wondering how the VADCG
programmable communications controller tits
into thls network architecture because most
users ot the board are using sotftware in
the board which communicates directly trom
one end user to another end user. Well, 1n
tact, this software which 135 commonly 1n
use was written after the original sottware
tor the station node architecture had been
written and was already 1n us2 . The
terminal-to-terminal sottware 1s actually a
moditication of the origilnal sottware to
get 1t to work in a statlon-less
envi ronnent, In tact, the hardware was
limited to 4K ot EPROM and 4k ot RAM
because the hijher levels ot protocol were
going to b e
b y the host node. In spite of the general
usage ot the  board for direct
communication, It is still the 1ntent ot
the VADCG to develop a network based on

the station node concept. More «cilrcuits
nave been develop2d, and sottware has been
Wwr 1tten for wuse2 in thlis type ot network

recently.

1 shows, this architecture 13
at the station node level Dbut

As I'1g .
distributed

not at the lower levels. There are
multiple communication paths between
sta tion nol~s but only single paths be tween
the station node and other nodes in a
domailn.

The VADCG bhoar,'! c¢an b2 wused 1in the
terminal node, the repeater node, the

logg 1ng node, the gateway node and the host
node. However, 1t probably 1s not sultable
f:or use in the station node due to lLimlted
memory and the fact that 1t 1s a single
channel. wWith suitable programminy, 1t
could possibly be used as a type ot tront-
end processor for the station node. The
VADCG 1s developlng separate hardware for
the station node.

PROTOCOL LAYERS

THE PHYSI CAL LAYER - This is the lowest
level. It de talls the character i1istics of
the physical commun1cations 1intertace
between the systern components. We are

adhering <closely to RS-232-C standards in
the use ot connectors, po1n assignmen ts and
voltage levels, But, 1nadcition tO the

R5-232-C serial intertace, we are providing
a TTL-level paraliel intertace and a 20-mA
current Loop inter tace 1n order to
accommodate the widest possible <hoice ot
end-user agulpment.

THE DATA LINK LAYER = This layer mnanages
the error-tree transmission of trames over
communication 1inks between nodes 1in the

provided by the station node or



system. Most communication networks are
using a system very close to the HDLC
standard as 1S the system that we are
using. This protocol 1s thes a m e as that
being used in the VADCG programnable
controllier for direct communication now.
Unlike IBM's SNA, whlch supports only an

unbalanced ver siono f HDLC, we are using a
balanced version in which neithernode at
each end ot the link operates 1in slave
mode . Both nodes share packet transmission
and recovery responsibility. When this
layer recelves a trameinerror according
to the frame check sequence contailned
within each trame, 1t requests tha
retransinlission ot that trame and all
tollowing frames. The reception ot each
trame 1s acknowledjed, and it no
acknowldyement is recelved, some
transmission fault 1s assumed to have
occurred, and corrective action is taken.
This 1s usually an additional request tor
acknowledgement. It additional requests
tor acknowledgment tail , then the link 1s
assumed to have tailed, and other
corre:tive action is taken. The protocol
requires positive acknowledgment only atter
every 7 packets. The establishment ot the
link uses an initial connection protocol
(ICP) 1n which intormation is exchanged
between the connecting node and the station

node. The connecting node passes a
description ot itselt to the station node
which keepsitina table tor the duration

ot t he connection. The station node passes

an assigned data 1link address to the
connecting node which 1s used by both tne
connecting node and the station node tor
the duration of the connection. The
protocol 1s halt-duplex, multipoint and
uses a carrier-sense technique (CSMA) to
resol ve contention on the radio channel and
improve throughput. The contention
protocol used by the station node 1is

slightly ditterent than that ot the other
nodes in order to give the station node an
advantage when contend ing tor use ot the
channel. This 1s done Decause all trattic
in the domain must PaSS through the station
node. The station node is working tor all
t he othernodes.

THE NETWORK LAYER - This layer provides
services which transport data throujh the
network to its destination node. Massages
that are transterred between domains in the

net wor kK require a tull network address and
network tlow-control functions, This
information 1is added to the beginning ot

the packet as another block ot intormation
creating what I callatype 2 packet. The
packets cominjy f[rom a simple end user do
not have this additional 1intormation and
are 1n a type 1 tormat. These services are
provided 1in the stationnode but may be
provided by a muliti-user host node, The
decision to support type 1 or type 2
packets b y a host node 1s 1ndicated at the
time ot 1initial connection. when type 2
packets areselected, no translation of
packets 1sdoneby thestation and the
lnanagement ot the destination source
address fiel !y 3s well as management ot the
sequence aumber is lett to the host node.
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tee Figs. 2 and 3 tor the layout ot the

pac ke ts.
The. tollowing is an explanation ot E‘fg. 4:

recelving a packet passed to it
trom the next lower level (the data-link
level), the packet 1s translated 1into a
type 2 packet wusing tables kept in the
station node. The packet may already be
type 2 in which case this translation 1s
not necessary. The pac ke tis then analyzed
to see what its destination is. It the
packet 1s not for this domain, then it 1s
routed back to data-link control. The
router uUses routing tables kept by higher
layers to decide what link the data should
be torwarded on. It the packet 1s tor this
domain, then it 1s either for network
services or for another node 1n this
domalin. It 1t 1s tor anothernode in thls
domain it is translated to type 1 if
necessary and passed to tha data-link
layer. It 1t 1s for Network Services,t h e n
1t 1s checked to se» that 1t origlnated
trom an end-user terminal. It 1t did, 1t
means thatt h e data has been typed 1n usin
English words and must be par sed and
analyzed by Terminal Input Services before
being passed to Network Services  tor
action.

Atter

As aresult ot the commands received by
Network services, Network Services may have

con trol messages of: 1ts own to send to
various pointsi n the ne work. These
control m2ssajes use codes sultable tor

interpretation by a computer. 1% they are
tobe sent to another domain, then they are
sent wvia the routert o Data-linkControl
output., It they are tor this domain and
have to be interpreted by an end user
(Terminal) , they are passed to Tarminal
Output services whilch translates tne codes
to sultable Englisn languaje s2ntences.
The packet tormat 1s translatedtot y p e
it necessary Letore being passed directly
to Data-link Control output , This
technique has a couple of advantages,
First, because a knowledge ot tha details
ot the characteristics ot the terminal 1s
kept 1n the domain's station no d e, Terminal
output Services has all the intormation
avallable to do tancy tormattingo f the
message to the terminal. It knows the line
length, whe the r the terminal supports lower
case, highlighting, go to xy, erase screen,
etc. This 1s not known at the remote
N2twork Service point. Secondly, the
computer format 1s more compact than the
torm putout by Terminal Output Services
and SO is more etticient at utilizing the
longer communicatlion channels.

Note that for every command that can be
entered in through a keyboard by an end
user, there 1is a corresponding coded
command suitable tor generation by a
computer. Likewise, for every plain-
language response to a command, there 1s a
Coded (or tormatted) response tor a
computer program. This means, for example,
that 1f there 1s a tlle~transter program
running 1na host computer the file-

g
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transter program can establish a virtual
connection with another node using the
network commands, transfer data across the
connection and terminate the connection
without human intervention. Host nodes are
capable of establishingmultiple Vvirtual
connections at th2 same time.

DEVICE SUPPORT

As mentioned earlier, the sta tion node
recelves and holds intormationont h e
contiguration ot each connected node. This
intormation 1is passed to the stationa t
initial connec tion. | N the case ot a
terminal node, this intormation contains
details ot the device character istics and
addresses in the node. When a connection
is established between an application
program and a device, the appl ication
program can request the device
characteristic intormation from the station
node. On the basis ot this 1intormation,
the application program can decide how to
comnun ica tz2 wiith ithis device or even 1t 1t
1s capable ot communicating with it. For
example, suppose a uUsSer tried to use a
tull-screen editor program but had only a
hard-copy ASR-33 terminal. The application
program can send an error message to the
user and Jdisconnact. On the other haad,
suppose the tull-screen editor program
tound that it was communicating with a
video display, then it ~ould need to know
how many lines and columns were in the
display, whether lower case was supported,
whether highl 13hting was supported, etc.
The tull-screen editor would then be able
to commuricate with the video display
etticiently. This exchange ot i1ntormation
binds the device and the application
prograa i t successtul. There will be

commands available to the end user to
dynamically change the device
characteristic information atter connecting
to the station node.

SUMMARY

| was hoping to be able to go Into more
detalil on the routing, device support and
packet tormats in this paper but realize
that each ot these ought to be the subject
ot a separate paper.

The author teel that the station node
concept ot network development otters the
most tunction tor thel east costio the
minimal end user . The specialization ot
tunction in the system prevents the waste
incurred by duplicating the same code in
every node. As new functions and services
become available, they are instantly
available to all users ot the network. The
routing decisions are made at the station
node level, and the network 1s distributed

at this level. This appears to be a
reasonable tradeoft because the routing
code 1is tftairly complex and maintains a
large amount ot network intormation.

Fur therimore, there does not appear to be a
simple distributed=-routing system in the

literature that 1s workable tor the low-
cost end us=r node. The many advantages
that tne stativn aode otters appear to
strongly outweigh the disadvantage ot

having to rely on 1it. In any case, we will

have to rely on something 1t we are going
to get our messages relayed across th=
<continaat reliadbly, and Iam sure that
Anateur Radlo 1S golng to have itsS own
digital communications network operating

across the continent betore very long.
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Figure 1. Relationship between nodes in a sample network.

H= Host, S = Station, T = Terminal, G = Gateway, L = Logging, R = Repeater
M = Message Switcher ? = Unknown network or service



Fig. 2.
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